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Abstract: A high-dimensional time series obtained by simulating a complex and stochastic

dynamical system (like a peptide in solution) may code an underlying multiple-state Markov

process. We present a computational approach to most plausibly identify and reconstruct this

process from the simulated trajectory. Using a mixture of normal distributions we first construct

a maximum likelihood estimate of the point density associated with this time series and thus

obtain a density-oriented partition of the data space. This discretization allows us to estimate

the transfer operator as a matrix of moderate dimension at sufficient statistics. A nonlinear

dynamics involving that matrix and, alternatively, a deterministic coarse-graining procedure are

employed to construct respective hierarchies of Markov models, from which the model most

plausibly mapping the generating stochastic process is selected by consideration of certain

observables. Within both procedures the data are classified in terms of prototypical points, the

conformations, marking the various Markov states. As a typical example, the approach is applied

to analyze the conformational dynamics of a tripeptide in solution. The corresponding high-

dimensional time series has been obtained from an extended molecular dynamics simulation.

1. Introduction
The analysis of time series1 is important in many areas of
science. Depending on the data considered, different methods
are applied.1-4 For instance, in speech recognition5 and other
fields6 hidden Markov models7 found important applications.
They describe a dynamical system by two parametric time-
discrete processes: an underlying nonobservable Markov
process8 and an observation process, defined by a sequence
of conditionally independent random variables depending at
each time step only on the state of the Markov chain. In
many of these applications, relatively low-dimensional data
are analyzed. Frequently the treatment of higher dimensional
data can be simplified by first reducing the dimension, for
instance using a principal component analysis.9 Generally,
the analysis of high-dimensional data mapping complex
dynamical systems requires special care and the application
of methods, which by construction can cope with the
peculiarities of the metrics in high-dimensional data spaces.

Here, we consider a class of extremely high-dimensional
and complex dynamical systems, which exhibit a largely
stochastic behavior and show Markovian transitions between
coarse-grained states. A typical example for such systems
is the thermal motion of proteins or peptides10 in solution.
Associated time series are generated by molecular dynamics
(MD) simulations11,12 of that motion.

MD simulations treat biological macromolecules and their
solvent environments as classical many-body systems com-
posed of atoms and account for the quantum mechanical
forces acting on the nuclei and caused by the electrons
through a parametrized molecular mechanics force field. In
MD the coupled Newtonian equations of atomic motion are
integrated numerically using time steps∆t of typically 1 fs.
The result of such a simulation is a trajectoryxt ) x(t‚∆t),
t ) 1, 2, ...T, in a high-dimensional spaceRD (e.g. the space
R3N of the Cartesian coordinates of allN ) 100-10 000
atoms of a protein) describing the time sequence of con-
figurationsxt sampled by the macromolecule in solution upon
thermal motion. Typical simulation times are nowadays in
the range of a few tens of nanoseconds (T ≈ 107).
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Proteins are prototypes of complex dynamical systems in
soft condensed matter. In addition to high-frequency thermal
fluctuations of the atoms around their equilibrium positions
that are also found in solids, they show large-scale low-
frequency transitions between several metastable states, the
so-called conformations.13 This slow conformational dynam-
ics is essential for protein function in biology. Various
methods14-21 have been suggested for the extraction of
protein conformations from MD trajectories. Some make use
of the fact that the conformations are marked by minima of
the energy landscape,15,19,22some apply clustering procedures
based on structural similarities,16,21 and others14 analyze the
potential energy time series by the means of recurrence plot
analysis.23

Grubmüller and Tavan13 have demonstrated for a simpli-
fied protein model that its conformational dynamics can be
described by a simple Markov model composed of only a
few conformational states. Following this principle and
considering only a few so-called essential degrees of freedom
Dellnitz, Schütte, and others18,20 chose a regular lattice for
discretization of the thus reduced configuration space and
determined the transfer matrix of the system by counting
transitions between lattice cells. They identified the confor-
mational states defining a coarse-grained Markov model by
a rather complicated analysis of the eigenvectors and -values
of the transfer matrix.

Following these general concepts we here propose an
alternative approach toward the analysis of high-dimensional
time series, which exhibit the characteristics of a Markov
chain switching among a few states. In particular, the use of
a density-oriented discretization of the data space24-26 allows
us to avoid thecurse of dimensionalityinherent to grid
partitions. That curse expresses the common problem, that
the number of parameters, which have to be statistically
estimated from the data for the construction of a simplified
model, grows exponentially with the dimension of the data
space.

By modifying and expanding a self-organizing and bio-
logically plausible neural network model originally suggested
for the clustering of data sets27 but without explicitly
employing the language of neural networks, we construct
from the time series a transfer matrix, whose dimension is
kept relatively small due to the use of the density-oriented
discretization.25 As opposed to the Kohonen algorithm28,29

used in ref 27 for discretization, our approach does not
introduce distortions into the metrics of the data space.24,30

The analysis of the transfer matrix is either performed by a
nonlinear dynamics related to the neural network used
previously for clustering27 or by a deterministic coarse-
graining procedure. Both methods generate hierarchies of
Markov models at varying coarseness and provide the means
to identify the particular hierarchy level which most plausibly
maps the generating Markov process. We start with the
explanation of the methods, and, to provide a relevant
example, we subsequently analyze the MD trajectory of a
small peptide in water.

2. Method
For a simple graphical illustration of the employed concepts
and methods, we first introduce a one-dimensional model
time series, which, despite its simplicity and low-dimen-
sionality, covers key ingredients of the problem. Figure 1
shows the first 200 steps of this time seriesX ) {xt|t ) 1,
2,..., T}, which coversT ) 106 data points. The series has
been generated from the Markov matrix

by mapping the associated four-state Markov chain onto a
one-dimensional dynamical system. The Markov chain
generatesslow transitionsamongthe statesi, i ) 1, ..., 4.
These transitions are differentiated by certain degrees of
slowness: Very slow are the 2T 3 transitions, much faster
but still slow are the transitions 1T 2 and 3 T 4. A
subsequent random process completes the mapping by
creatingfastone-dimensional jumpswithin the four coarse-
grained states (jumps drawn from normal distributions
g(x|xi,σ) of standard deviationσ ) 0.07 and centered atxi

∈{(0.4,(0.6}, see Figure 2). The resulting one-dimensional
time series shares the characteristics of fast fluctuations
within and differently slow transitions among coarse-grained
states with peptide and protein conformational dynamics.

Note that the Markov matrix (1) generating our model time
series obeys the property of detailed balance,8,31 which
requires that there are nonzero numbersfr with

Up to a constant factor these numbersfr are the components
pr,stat of the stationary distributionpstat ) (0.17, 0.2, 0.2,
0.17)T/0.74, which is the right eigenvector ofCex to the
eigenvalueλ1 ) 1. In general,R-dimensional Markov
matricesC generating a time discrete stochastic process

and obeying detailed balance have a set of nice mathematical
properties:31 (i) although they are usually nonsymmetric, their
eigenvaluesλr, r ) 1,...,R, are all real with 1g λr > 0 (λr

g λr′ for r < r′), (ii) for simply connected state spaces there
is exactly one largest eigenvalueλ1 ) 1 marking the

Figure 1. The first 200 steps of a time series of one-
dimensional data created by a four-state Markov process. At
the first glance, one can distinguish two ranges of frequent xt

values.

Cex ) ( 0.8 0.17 0 0
0.2 0.8 0.03 0
0 0.03 0.8 0.2
0 0 0.17 0.8

) (1)

Cr′r
ex fr ) Crr ′

ex fr′

p(t + ∆t) ) Cp(t)
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stationary distributionpstat, and (iii) for every initial distribu-
tion p(0) the iteration of the process converges topstat.

For physical systems in thermal equilibrium the property
of detailed balance frequently applies and then derives from
the principle of microscopic reversibility. By applying the
arguments in chapter 5.3.6b of ref 8, the following sufficient
condition may be formulated for the equilibrium conforma-
tional fluctuations of a peptide sampled by an MD simula-
tion: If the resulting trajectoryX provides a statistically
sufficient sampling of the accessible configuration space and
if the observed transitions among arbitrarily defined coarse-
grained states are statistically independent of the previous
history of the process, i.e., are Markovian, then the associated
conformational dynamics obeys detailed balance (like our
simple model process does by construction).

For this simple example the particular task of time series
analysis treated in this paper can now be stated as follows:
Identify and reconstruct the generating Markov model (1)
from the observed time seriesX as well as possible!

2.1. Partitioning the Data Space.For an ergodic system
the distribution of the configurationsxt sampled by the
trajectory X in the limit t f ∞ defines the so-called
invariant densitypinV(x).32 A parametric model forpinv(x) can
be estimated from a sufficiently extended sample trajectory
X by using a mixture

of R univariate normal distributionsg(x|wr, σ) of identical
widths σ and statistical weights 1/R centered at pointswr∈
RD. With the exception of the numberR, the model
parameters, i.e., thecodebookW ≡ {wr|r ) 1,...., R} and
the common widthσ, are adapted to the data setX according
to themaximum likelihoodcriterion33 by a safely converging
deterministic annealing algorithm.24-26,34 The extraordinary
robustness of this quite simple algorithm critically depends
on the choice of identical widthsσ for the normal distribu-
tions, although an extension toward more complicated

multivariate mixture models is available.25,26 The algorithm
guarantees that the univariate normal distributions associated
with the resulting optimal parametersW ML andσML represent
roughly the same number of data points each. This property
of the optimal density estimate (2) is calledload balance24-26

and induces a first guideline for the choice of the remaining
model parameterR through the following considerations.

The components of the mixture model (2) areR class-
conditional probability densities and indicate how the data
belonging to classr are distributed. By Bayes’ theorem every
point x ∈ RD is assigned to the classr with the probability25

Due to the normalization

the probabilities (3) define a fuzzy partition of the data space
when considered as functions ofx. In the limit σ f 0 this
partition becomes a crisp Voronoi tessellation35 of the data
space. Because of the load balance, each of the partition
volumes covers approximately the same numberT/Rof data
points, independently of the dimensionD of the data. For a
given data set of sizeT, the choice of the codebook sizeR
determinesT/R and thus defines the statistical quality, at
which eachwr∈W is estimated from the dataxt ∈X.26

Therefore, this type of density-oriented data space discreti-
zation can avoid the curse of dimensionality mentioned in
the Introduction. For our one-dimensional example, Figure
2 compares a grid discretization (histogram) with the mixture
model (2) and demonstrates the quality of the mixture
estimate. Note that, because of load balance, the distribution
p̃(w) of codebook vectors closely models the distribution
pinV(x) of the data (p̃ ≈ pinV).24

2.2. Transfer Operator. The transfer operator describing
the observed dynamical system is estimated using the
partition described above. To simplify the notation, we
extract from the trajectoryX the setY of all T - 1 pairsyt

≡ (xt, xt+1) and define the correlation product

where f and g are functions ofxt. The transfer matrixC
defined by the partition (3) then is36

Clearly,C depends on the parameters{W, σ} as well as on
the choice of the codebook sizeR. There areR2 matrix-
elementsCrr ′, which have to be statistically estimated from
theT - 1 data pointsyt ∈ Y by evaluation of the correlation
products in eq 6. To ensure sufficient statistics one should
therefore demand thatR2/T , 1: This requirement thus
represents a second guideline for the choice ofR. Note that
large values ofσ, though helping to improve the statistics,

Figure 2. Histogram (solid line) and normal mixture density
estimate (dotted line) of all T ) 106 data points xt ∈ X (both
estimates comprise the same number R ) 100 of local
components). The four density maxima marking the Markov
states are clearly distinguished. Within the two pairs (1,2) and
(3,4) of the generating Gaussians considerable overlaps and
between the pairs a strict separation are observed.

p̂(x|W, σ) )
1

R
∑
r)1

R

g(x|wr, σ) (2)

P̂(r|x,W,σ) )
(1/R) g(x|wr,σ)

p̂(x|W,σ)
(3)

∑
r)1

R

P̂(r|x,W, σ) ) 1 (4)

〈f (xt+1)g(xt)〉Y ≡ 1

T - 1
∑
yt∈Y

f (xt+1)g(xt) (5)

Crr ′ )
〈 P̂(r|xt+1,W, σ)P̂(r′|xt,W, σ)〉Y

〈 P̂(r′|xt,W, σ)〉Y

(6)
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decrease the information content ofC by smoothening. This
aspect of the dependence ofC on the fuzziness parameterσ
is further discussed in section 2.7.

Because the partition functionsP̂(r|x,W, σ) are centered
around the pointswr ∈ RD and assume values close to 1 for
pointsx nearwr, the matrix (6) codes the spatial correlations
between consecutive points. The elements ofC are non-
negative, and its columns are normalized to 1 (∀r′: ∑r)1

R Crr ′

) 1). Therefore,C is an R-state Markov matrix. As it is
generated from a trajectory, the associated state space is
simply connected. Correspondingly,C has only one right
eigenvectorpstat to the eigenvalue 1 marking the stationary
state. As one can easily show from the definition (6) of the
transfer matrixC and using the normalization (4) of the
partition functions the stationary distribution is given by the
loads of the partition volumes, i.e.,pr,stat ≈ 〈P̂(r|xt,W, σ)〉Y

up to corrections smaller than 1/T. The property of load
balance characteristic for our partition then implies thatpstat

approximately represents a uniform distribution, that ispr,stat

≈ 1/R.
Figure 3 shows the transfer operator (6) for the time series

of Figure 1. This matrix, like all other Markov matrices
discussed further below, obeys detailed balance to a very
good approximation: the statistical errors|Crr ′pr′,stat -
Cr′rpr,stat|/max{Cr′rpr,stat} are all smaller than 1%. Becausepstat

is nearly uniform, it is nearly symmetric. Apart from the
eigenvalue 1, the matrix has three sizable eigenvalues (0.969,
0.442, 0.421), whereas all the remaining 96 eigenvalues are
smaller than 0.002. According to refs 20 and 18 such a
distribution of eigenvalues indicates the existence of two
long-lived or four somewhat shorter lived metastable states.
This dynamical structure of the sample trajectory is also
visible in the hierarchical block structure of the depicted
matrix, which clearly reveals the underlying Markov process
(1). The visibility of that Markov process results from
ordering the codebook elementswr according to size (wr <
wr′ w r < r′), which is only feasible in one dimension.

2.3. Analysis of the Transfer Operator.Since there is
no natural ordering of the codebook vectorswr in higher-
dimensional cases, the analysis of transfer matrices requires
other means than simple visual inspection. For this purpose

we define the time-dependent probability vector37

whose initial componentsP̂(r, 0|xt,W, σ) ) P̂(r|xt,W, σ) are
given by the posterior probabilities (3) of a given pointxt.
Furthermore we consider the evolution of the components
pr(τ) of p(τ|xt) described by the following family of nonlinear
differential equations

where the family parameterκ g 0 scales the nonlinear term.
The matrixL derives from the transfer operatorC and from
the associated sampling time step∆t̃ according to

Note that the nonlinear dynamics (8) conserves the normal-
ization ∑r)1

R pr(τ|xt) ) 1 of the probabilities. Since the time
evolution ofp(τ|xt) depends onκ, we extend the notation to
p(τ|κ, xt). To calculate that evolution numerically, a dis-
cretization of (8) is used as described in Appendix A.

For an understanding of the dynamics (8), we look at the
linear and the nonlinear terms of eq 8 separately. The purely
linear dynamics (i.e.κ ) 0) describes a Markov process of
probability redistribution. Independent of the initial condition
xt, the distributionp(τ|κ ) 0, xt) is temporarily caught in
some metastable intermediate states but eventually converges
toward the single stationary right eigenvectorpstat of C. This
process is illustrated in Figure 4, which also demonstrates
that pstat is nearly uniform as claimed above.

As we explain in Appendix B, the purely nonlinear
dynamics has 2R - 1 stationary points, each given by
distributionspM, which are uniform on a nonempty subset
M ⊂ {1,....,R} and vanish elsewhere. However, onlyR of
these distributions, theδ-distributionspr ) δrs, are stable
attractors of the nonlinear dynamics. The attractorδrs selected
by the dynamics is defined by the largest component
ps(0|κ,xt) of the initial distribution. Thus, the nonlinearity
generates a winner-takes-all dynamics ofDarwinian selec-
tion27 and may be considered as the inverse of the diffusion
operator.

Figure 3. Transfer matrix (6) for the sample trajectory X. The
radii of the circles code the sizes of the matrix elements. On
a coarse level, two diagonal blocks with non-zero elements
are seen. The elements outside these blocks are substantially
smaller and, therefore, are invisible here. Each of the coarse
diagonal blocks decomposes into two diagonal sub-blocks,
partly linked by off-diagonal blocks.

Figure 4. Linear (κ ) 0) dynamics eq 8 elicited by the
randomly chosen point xt ) 0.66 for C from Figure 3. Left to
right: The initial distribution (τ ) 0) associated with xt spreads
rapidly filling predominantly the right quarter of the state space
(τ ) 1); within the next five time steps a second metastable
state appears covering predominantly the right half of the state
space; at τ ) 330 the nearly uniform stationary distribution is
reached.

p(τ|xt) ≡ ( P̂(1,τ|xt,W, σ)
···

P̂(R,τ|xt,W, σ) ) (7)

d
dτ

pr ) (Lp )r + κpr(pr - p2) (8)

L ) 1
∆ t̃

lnC (9)
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By combining these mutually counteracting processes as
given by eq 8 one obtains a dynamics capable of stabilizing
and focusing metastable intermediates of the linear (κ ) 0)
relaxation process. It exhibitsNκ attractorspstat

n (κ), n )
1,...., Nκ, whereNκ increases withκ (1 e Nκ e R). The
specific attractorpstat

n (κ) selected by the dynamics depends
on the initial conditionxt and, therefore, classifies these initial
conditions by n ≡ n(xt|κ). Figure 1 in the Supporting
Information illustrates how larger strengthsκ of the nonlin-
earity stabilize increasingly short-lived metastable intermedi-
ates, prevent their diffusive spreading, and correspondingly
identify metastable states at a decreasing level of coarse-
graining.

2.4. Virtual Density. The distributionsp(τ|κ, xt) ∈ RR

can be mapped ontoVirtual38 probability densities

in the data space. For a given parameter setZ ) {W, σ,C}
the virtual densityp̃(x|τ,κ,xt) depends on the timeτ, the
nonlinearity parameterκ, and the initial conditionxt. By eq
10, the dynamics (8) of the distributionspr(τ|κ,xt) is mapped
onto an equivalent temporal evolution of the virtual densities.
At convergence one obtains the stationary virtual density
p̃stat

n (x|κ), which is associated with the initial data pointxt

by the dynamics [n≡n(xt|κ)]. Particularly in the linear case
(κ ) 0) and for a transfer matrix (6) obeying detailed
balance,31 the virtual densityp̃(x|τ,κ,xt) converges for each
xt toward the mixture model (2) of the invariant density (cf.
Figure 2 in the Supporting Information).

For increasing values of the nonlinearityκ, Figure 5 depicts
the mapping (10) of the stationary distributionspstat

n (κ) (see
Figure 1 of the Supporting Information) onto the correspond-
ing stationary virtual densitiesp̃stat

n (x|κ). At growing non-
linearity κ these densitiesp̃stat

n (x|κ) are confined to increas-
ingly narrow and short-lived substructures of our model (2)
for the invariant density. Depending on the strengthκ of the
nonlinearity, differently coarse-grained classesp̃stat

n (x|κ) are
associated with the initial conditionxt. Thus, the stationary
virtual densities turn out to represent density models for the
metastable states.

2.5. Moments of the Virtual Density.The first moments

of the stationary virtual densities (10) are obtained by
integrating over the local normal distributions as39

Because at eachκ the labeln classifies thext, the stationary
solutions of (8) thus associate to each data pointxt ∈ RD a
prototypical pointy κ

n ∈ RD.
For our sample trajectoryX, Figure 6a depicts all

prototypesyκ
n associated with thext ∈ X as a function of the

nonlinearity parameterκ ∈ [0, 120]. The figure shows that
they remain invariant over wide ranges ofκ while exhibiting
bifurcations at certain critical valuesκl. The prototypesyκ

n

mark metastable states, characterized by fast transitions
within, and slow transitions among the states of the original
two-stage Markovian dynamicsxt. According to Figure 6,
the boundary betweenslow and fast shifts toward shorter
time scales with increasingκ because more and more short-
lived metastable states are identified. At largeκ the nonlinear
dynamics eventually identifies the four prototypical points
xi characterizing the states of the original Markov model (1).
Thus, the depicted bifurcation pattern reflects the hierarchical
block structure of the transfer matrix (cf. Figure 3) analyzed
by the nonlinear dynamics (8) at varyingκ.

Higher moments of the stationary virtual densities can be
calculated analogously. For a given initial conditionxt the
variance is given by

and issapart from the constant varianceσ2 of the Gaussians
g in (10)sthe sum of the squared distances between the
prototypesyκ and the codebook vectorswr weighted by the

probabilities (7). The value ofF(xt) ≡ xV [xt]-σ2 mea-

Figure 5. Stationary virtual densities associated with the
starting point xt ) 0.66 at various strengths κ of the nonlin-
earity. At κ ) 0 the attractor is the mixture model (2) of the
invariant density depicted in Figure 2, because the generating
Markov model (1) obeys detailed balance. At increasing κ the
virtual density first (κ ) 40) becomes confined to the two
overlapping Gaussian components i ) 3, 4 and eventually
(κ ) 80) to component i ) 4 of the generating model shown
in Figure 2.

p̃(x|τ,κ,xt) ≡ ∑
r)1

R

pr(τ|κ,xt)g(x|wr,σ) (10)

Figure 6. (a) Prototypes yκ for κ ∈ [0,120] and all data xt ∈
X. For comparison also the centers xi for the four Gaussians
associated with the states of the original Markov chain (1)
are indicated by dashed lines. (b) Dependency of the average
spread F of the stationary virtual densities on κ. The initial
value F ≈ 0.5 decreases almost monotonously with growing
κ. At values of k near bifurcations in (a) F(κ) is steeper. The
small discontinuities of F(κ) in the vicinity of bifurcations are
due to numerics.

yκ
n ) ∫x p̃stat

n (x|κ)dx (11)

yκ
n ) ∑

r)1

R

wr pr,stat
n (κ) (12)

V [xt] ) ∑
r)1

R

pr,stat
n(xt) (κ)[yκ

n(xt) - wr]
2 + σ2 (13)
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sures the spread of the virtual density in data space. The
dependency of the data average spreadF≡〈F(xt)〉Y on κ is
plotted in Figure 6b and clearly indicates the contraction of
the p̃stat with increasingκ.

2.6. Hierarchical Classification.For higher-dimensional
dynamics one cannot visualize bifurcation patterns. Therefore
other means are required to obtain insight into the hierarchy
of classes identified by the nonlinear dynamics at increasing
κ. A generally applicable procedure is to determine all
prototypes (12) for all vectorsxt ∈ X, which results for each
value of κ in a prototype setPκ ) {yκ

n|n ) 1,...,Nκ} (cf.
Figure 6a). The numberNκ of different stationary solutions
can then be plotted as a function ofκ and gives a first insight
into the coarse-grained structure of the dynamics.

Figure 7 shows such a plot for our sample dynamics. The
numberNκ grows monotonically withκ and remains constant
within certain intervals [κl,κl+1] (l ) 1, 2,... andκ1 < κ2 <
...). These intervals differ strongly in widths. Two large
intervals belong to the valuesNκ ) 2 andNκ ) 4. They
indicate that the system has two and four differently coarse-
grained states with strongly different lifetimes. Thus, the
corresponding two or four classes may be good choices for
the intended construction of coarse-grained models, and we
know in this case, of course, that they are. There is also a
very small interval marking a three-state model, which finds
no correspondence in the generating process given by eq 1.
This three-state model is due to statistical fluctuations
affecting the elements of the 100-dimensional transfer matrix
and, therefore, the classification of the data points by the
nonlinear dynamics. However, the small range ofκ-values,
within which the three-state model is predicted, indicates that
it is not an intrinsic feature of the monitored time series.
Similar structures are expected to be found in such plots
whenever a reasonably clear-cut separation of time scales
happens to exist in the dynamics represented by the transfer
matrix (6). Also here large intervals with constantNκ will
point to plausible models.

It now remains to be seen at which values ofκ these
models should be determined. For this purpose we use the
observation (cf. Figure 6a) that the prototypesy κ

n do not
vary much asκ approaches a critical bifurcation valueκl from
below. Therefore, we reduce the continuous family{Pκ|κ ∈
R0

+} of prototype setsPκ to a minimal discrete family

{Pl |l ) 1,..., lmax} of lmax prototype setsPl by selecting the
prototype setsPl ≡ Pκl, which are located just before the
jumps ofNκ to higher values. In our simple example these
valuesκl are marked by asterisks in Figure 7.

In the next step we arrange the thus determined discrete
family of prototype sets into a hierarchy by associating with
a higher-level prototypey l

n′ each lower-level prototype
yl +1

n , whose probability vectorp(τ|κ,yl +1
n ) converges atκ )

κl under the dynamics (8) topstat(κl,yl
n′). For our standard

example the resulting hierarchy is drawn as a directed tree
in Figure 8a.

Analogously we can classify the codebookW and the data
set X on the hierarchy levell by calculating for each of
their elements the first moment (12) of the stationary virtual
density atκ ) κl . The result of this classification for the
sample data set is shown in Figure 8b. As a result of the
load balance of the mixture model (2) mentioned in 2.1, the
percentage of codebook vectorswr associated with a
prototypey l

n reproduces approximately the respective per-
centage of data pointsxt.

2.7. Extracting a Markov Model at a Hierarchy Level.
Having set up a hierarchy of classifiers, which, at each
hierarchy levell , associate the codebook vectorswr and data
points xt to one of Nl prototypesy l

n, n ) 1,..., Nl , it
remains to be clarified as to how one should calculate corre-
spondingly coarse-grainedNl -state Markov matricesCl )
{Cnn′

l }. As discussed above, such matrices can represent
plausible coarse-grained descriptions of the observed dynam-
ics, if the associated numberNl of prototypes has been
found to be stable over a wide range of the nonlinearity
parameterκ.

There are two different choices for the computation of the
Cl. One can (i) reduce the originalR-state Markov matrix
(6) by using the classification of the codebook vectorswr or
(ii) directly set up the coarse-grained matrices by employing
the classification of all dataxt. To make notation simpler

Figure 7. Number Nκ of prototypes of the trajectory from
Figure 1. The asterisks mark the values of κl, at which
bifurcations occur in Figure 6a, and the value κmax ) 120.

Figure 8. (a) The hierarchy of prototypes as a tree. The
nodes (boxes) characterize the prototypes y l

n by the upper
index l and lower index n. The edges (opposite to the arrow)
denote the association of a prototype y l +1

n to a prototype y l
n′.

(b) The classification of the data set X. Here, the upper index
denotes the number of codebook vectors, wr associated with
the respective prototype, and the lower index the correspond-
ing number of data x t.
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we consider a single selected hierarchy levell and discuss
choice (i) first.

Let In ) {r|yl (wr) ) y l
n} be the set of all indicesr of

codebook vectorswr, which are classified to a given
prototype y l

n. Summing the associated partition volumes
P̂(r|xt,W, σ) according to

we obtain the partition function of the prototypey l
n, which

measures theposteriorprobability that the pointxt belongs
to y l

n. Like the originalR-state Markov model defined by
eq 6 also the correspondingly reduced Markov matrixC nn′

l

should fulfill the analogous relation

with n, n′ ∈ {1,...,Nl }. Inserting theposteriorprobabilities
(14) into (15) and taking into account the definition (6) as
well as the fact that the index setsIn andIn′ are disjoint for
all classesn * n′, we obtain a reduced Markov matrixCnn′

l

from the original matrixCrr ′ by

Note that this coarse graining procedure of Markov matrices
preserves detailed balance, i.e., if detailed balance holds for
Crr ′, it also holds forCnn′

l as can be seen by a few lines of
algebra. The stationary distribution at levell follows by
pn,stat

l ) ∑r∈In pr,stat from pstat associated withC. For our
synthetic sample time series, in particular, one can addition-
ally show that in the limit of infinite sampling the detailed
balance of the generating Markov matrix (1) induces detailed
balance also into the discretized transfer operatorC given
by eq 6. In this case one therefore expects that detailed
balance holds at all levels of coarse graining up to statistical
errors.

Following choice (ii) we can alternatively count all initial
data pairs (xt+1,xt) which the nonlinear dynamics maps to
the prototype pairs (y l

n,y l
n′) and all initial data pointsxt

mapped toy l
n′. Calling the respective numbersTnn′ andTn′,

with ∑n Tnn′ ) Tn′, the reduced transfer matrix is

For overlapping coarse-grained classes both choices will
overestimate the transition probabilities due to unavoidable
Bayesian decision errors. For explanation consider our
standard example, in which the classes associated with the
Gaussiansi ) 1, 2 andi ) 3, 4 of the generating dynamics
exhibit considerable overlaps (cf. Figure 2). Even an optimal
Bayesian classifier26 will, e.g., erroneously associate data
xt > -0.5 that have been drawn from the normal distribution
1 to class 2. As a result, fast transitions within class 1 are

erroneously counted as 1f 2 transitions, and the corre-
sponding off-diagonal elementC̃21

4 of a four-state Markov
model is overestimated at the expense of the diagonal element
C̃11

4 . The size of this Bayesian decision error can be
estimated by comparing the four-state Markov matrix

which has been calculated by eq 17 at the highly plausible
level l ) 4 of the hierarchy in Figure 8, with the generating
Markov model (1). In fact, a Bayesian classification of the
data xt ∈ X (using the knowledge on the four class-
conditional distributions from which the data have been
drawn) numerically reproduces the four-state Markov matrix
(18). As a result of the Bayesian decision error the estimated
lifetimes

of the various coarse-grained statesn are lower bounds to
the true lifetimes of the generating dynamics.

For a related reason, small additional errors of this type
will be introduced, if a Markov model on a given hierarchy
level is estimated by the efficient reduction algorithm (16)
instead by the computationally more demanding counting
algorithm (17). The additional errors arising in the description
of transitions among overlapping states are now due to the
fuzzinessσ of the partition (3) used both for the original
discretization (6) of the transfer operator and for the coarse-
grained partition functions (14). Correspondingly, they can
be reduced by decreasingσ beyond the valueσ ML determined
by the maximum likelihood estimate (cf. section 2.1). For
our standard example andσ ) σML, they can be estimated
by comparing the four-state matrix

extracted by eq 16 with the optimal estimate (18) and the
underlying Markov model (1). For instance, due to the
Bayesian decision error the lifetime of state 1 is underesti-
mated in (18) by about 30%, to which the fuzziness affecting
(20) adds another 5%.

Fortunately, overlapping coarse-grained states are unlikely
in high-dimensional data spaces, particularly in the ones one
may use for the characterization of peptide conformational
dynamics. Therefore, the unavoidable Bayesian decision
errors are expected to be small. For the same reason the use
of a fuzzy partitioning should not introduce large errors here,
because overlapping partition volumes will mainly occur in
the mapping of statistically predominant states and will then
be combined by eq 14 into the associated coarse partition
volumes. Because they then belong to the same state, they
cannot affect the critical statistics of interstate transitions.

P̃n(xt) ≡ ∑
r∈In

P̂(r|xt,W, σ) (14)

C nn′
l )

〈 P̃n(xt+1) P̃n′(xt)〉Y

〈 P̃n′(xt)〉Y

(15)

C nn′
l )

∑
r′∈In′

[〈 P̂(r′|xt,W,σ)〉Y∑
r∈In

Crr ′]

∑
r′∈In′

〈 P̂(r′|xt,W, σ)〉Y

(16)

C̃ nn′
l )

Tnn′

Tn′
(17)

C̃4 ) (0.72 0.24 0.00 0.00
0.28 0.73 0.03 0.00
0.00 0.03 0.72 0.28
0.00 0.00 0.25 0.72

) (18)

τn ) ∆ t̃

1 - C̃nn
l

(19)

C4 ) (0.69 0.26 0.00 0.00
0.31 0.71 0.03 0.00
0.00 0.03 0.71 0.32
0.00 0.00 0.26 0.68

) (20)
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As a result, both algorithms should be equally applicable
here and Bayesian decision errors will hardly deteriorate the
results.

2.8. Alternative Construction of a Hierarchy. To check
our results, we now will explain an alternative, deterministic,
and very fast algorithm for constructing a hierarchy of coarse-
grained Markov models from the originalR-dimensional
transfer matrix (6) and for identifying most plausible levels
within that hierarchy. Here, the basic idea is to consecutively
unite those Markov states that are mutually connected by
the fastest transitions.

The alternative procedure is solely applicable to dynamical
processes obeyingdetailed balance(see the introductory
remarks to section 2), because this principle allows us to
uniquely assign atime scaleto the mutual transitions at the
various levels of the hierarchy. TheR-state Markov model
(6) obeys detailed balance, if

meaning that the probability flow between any two statesr
andr′ is equal in the stationary distribution. Dividing eq 21
by the components of the stationary distribution we im-
mediately see that the matrix

is symmetric. Therefore, its off-diagonal elements measure
flow rates of the mutual transitionsr T r′, and we denote
the maximal rate byDmax.

If we collect the index pair{r, r′} belonging toDmax into
an index setIR-1 and define one-member index setsIn, n )
1,...,R - 2, to contain the indicesr′′ of the remaining states,
we obtain theR - 1 index setsIn, required for a first coarse-
graining of partition volumes (14) and Markov matrices (16).
The resulting (R - 1)-state Markov matrixĈR-1 can be
considered as the levell ) R - 1 of a model hierarchy,
whose basis is formed byC ≡ ĈR. At this level, the coarse-
grained partition volumes (14) provide a Bayesian classifier
for the dataX in terms ofR - 1 Markov states.

The above process of combining the fastest mixing states
into new and coarser states can be iterated until the levell
) 2 just below the top of the hierarchy is reached. In this
recursive coarse-graining scheme, the setP̂ l-1 of proto-
typesyn

l-1 is obtained forn ) 1,..., l - 2 by

and forn ) l - 1 by

from P̂ l, where the coefficientAr
l denotes the number of

codebook vectorswr previously united into the prototype
yr

l . Note here the initial conditionsP̂ R ) W and ŷr
R ) wr.

At each levell the fastest relaxation time scale can be
characterized by considering the quantity

where λmin
l is the smallest eigenvalue ofĈl. Due to the

consecutive removal of the most rapidly mixing states during
our recursive coarse-graining,τl is expected to increase in
the sequencel ) R,..., 2. Therefore the question, whether a
given level of the resulting hierarchy furnishes a plausible
coarse-grained model for the observed dynamics, can be
decided by considering thel -dependence of the fastest
relaxation time scaleτl remaining at levell. If τl . τl +1,
then the model at levell is considered to be plausible,
because a large jump toward slower time scales indicates
the presence of slowly mixing, i.e., metastable states atl and
of rapidly mixing states at the preceding levell + 1.

Figure 9 shows such a plot for our standard example using
a logarithmic time scale. Large jumps of ln(τl /τR) occur
whenl approaches the levels four and two from above. Thus
the plot clearly reveals the hierarchical four- and two-scale
structure of our example. Although the model hierarchy
obtained by recursive coarse-graining generally differs from
that generated by the nonlinear dynamics, the two procedures
predict essentially identical models at the relevant levels
l ) 2, 4. Here, particularly the matricesĈl calculated by the
recursion are identical to theCl obtained by version (i) of
the dynamics-based procedure. Thus, the aim of validating
the latter procedure has been reached.

2.9. Merits and Deficiencies of the Various Schemes.
Up to this point we have introduced three algorithmic
schemes by which one can derive a hierarchy of coarse-
grained Markov modelsCl from the transfer operatorC
defined by eq 6.

Scheme 1, which represents version (ii) of the dynamics-
based procedure, relies at each hierarchy levell on a crisp
partitioning of the dataxt ∈X into Nl coarse-grained classes
n by the nonlinear dynamics (8) and a subsequent counting
(17) of transitions among classes. Remarkably, in this scheme
the fuzziness of the partition employed for the evaluation of
the transfer operatorC does not introduce errors into the

Crr ′〈 P̂(r′|xt,W, σ)〉Y ) Cr′r〈 P̂(r|xt,W, σ)〉Y (21)

Drr ′ ≡
Crr ′

〈 P̂(r|xt,W, σ)〉Y

(22)

ŷn
l-1 ) yr′′

l , if In ) {r′′} (23)

ŷn
l-1 )

Ar
l ŷr

l + Ar′
l ŷr′

l

Ar
l + Ar′

l
, if In ) {r, r′} (24)

Figure 9. Time scales τl for the last nine steps of the
recursive coarse-graining procedure applied to our standard
example. As time unit we have chosen the fastest time scale
τR, which is given by the smallest eigenvalue λmin

R of C. For
explanation see the text.

τl ≡ 1

1 - λmin
l

(25)
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computation of the coarse grained modelsCl. Experience
has even shown that the nonlinear dynamics for classification
of the data becomes more stable, if one increases the
fuzziness of the partition in the computation ofC. In scheme
1, solely the limited statistics and Bayesian decision errors,
which are unavoidable in the case of overlapping coarse-
grained states, are sources of errors. The scheme is compu-
tationally expensive, because allT data points have to be
classified by iteration of eq 8 at thel ) 1,..., lmax stages of
the hierarchy.

Scheme 2, which represents version (i) of the dynamics-
based procedure, classifies solely theR codebook vectors
wr by the nonlinear dynamics (8) and builds the hierarchy
of lmaxMarkov modelsCl by a corresponding coarse-graining
(16) of C. Because the original partition used for the
computation ofC is preserved, small errors may be induced
by its fuzziness. Therefore, one should reduce the fuzziness
of the partition for the computation ofC in this case below
the valueσ ML obtained from codebook optimization. The
computational effort is smaller by a factorR/T than in
scheme 1.

Scheme 3 directly constructs theCl from C by a
deterministic and iterative unification of partition volumes
and, thus, avoids costly iterations of the nonlinear dynamics
(8). It is the computationally fastest procedure, shares the
fuzziness errors with scheme 2, but is applicable solely to
transfer operators exhibiting detailed balance to a good
approximation. Because detailed balance requires extended
trajectories this requirement limits the applicability of
scheme 3.

In contrast, the other two schemes can also cope with a
less extensive sampling and will render reasonable Markov
models for a trajectory simulating equilibrium fluctuations
(or for a set of trajectories starting from a given nonequi-
librium state) as long as the data exhibit Markovian transi-
tions among the various coarse-grained states. Therefore, they
are also capable of modeling nonequilibrium relaxation
processes. All three schemes provide the means to distinguish
relevant levels of the hierarchy from spurious ones, and in
all cases the computational effort is very small as compared
to the cost of generating an extended MD-trajectory for a
peptide in solution.

3. Sample Application
In the above explanation of algorithms we have considered
a simple one-dimensional time series for purposes of

illustration. To give an impression of more realistic applica-
tions, we will now consider a six-dimensional time series
obtained from a 50 ns MD simulation of a serine tripeptide
in water at room temperature and ambient pressure. Details
of the simulation are given in Appendix C.

Figure 10 shows a configuration of the tripeptide molecule.
At physiological temperatures its backbone (light gray)
exhibits only six large-scale torsional degrees of freedom
around chemical bonds, which are described by the dihedral
anglesφi and ψi. Thus, the temporal fluctuations of these
six angles can be employed to determine the conformational
dynamics of the backbone sampled by the MD trajectory.

Correspondingly we have generated a time seriesX from
the MD trajectory, which consists ofT ) 50 001 six-
dimensional vectorsxt ) [φ1(t),ψ1(t),...,ψ3(t),ψ3(t)] ∈(-π,π]6

and represents the backbone configurations at sampling
intervals∆t̃ ) 1ps. Note that the torsion angles are circular
variables and have to be treated accordingly.21,40

While the φ-angles fluctuate around≈ -π/2 (data not
shown), theψ-angles show a more interesting behavior. As
an example Figure 11 shows the angleψ2(t) during the first
10 ns of the simulation. Two ranges of values forψ2(t) can
be distinguished. One is given by the intervalIR )
[-5π/6, π/6] and the other by its complementIâ. The angles
ψ1 and ψ3 exhibit a similar bimodal behavior (data not
shown) as is typical for polypeptides or proteins. Following
the usual nomenclature41 we classify local backbone con-
figurations asR-helical, if ψi ∈ IR, and otherwise as extended
or â-strandlike. Because eachψ-angle is either in theR- or
in theâ-range, we a priori expect the tripeptide to populate
23 ) 8 different conformations.

For time series analysis we first modeled the data
distribution by a 25-component mixture density
p̂(xt|W ML,σ ML) as described in section 2.1. Here, the value
R ) 25 was chosen, because the quotientR2/T ≈ 1.25%
appeared to be small enough as to enable a reasonably
accurate statistics in the estimation of the transfer operator
C by (6). C turned out to have eight large eigenvalues in
the range [1.0,0.78]. The remaining eigenvalues were all
smaller than 0.48. As discussed in section 2.2 such a structure
of the eigenvalue spectrum points toward an eight-state
model in agreement with our above expectation.

The plausibility of an eight-state Markov model was
subsequently confirmed by classifying the dataxt through
the nonlinear dynamics (8) at varyingκ, becauseNκ ) 8
prototypesy κ

n were found to be stable attractors of that
dynamics over a wide range ofκ-values. A classification of
the threeψi values of these prototypes in terms of theR-
andâ-ranges introduced above then revealed that they κ

n are

Figure 10. Tripeptide consisting of the backbone (light gray)
and the serine side chains (dark gray) and definition of the
dihedral angles (φi,ψi), i ) 1, 2, 3. Most of the hydrogen atoms
and all surrounding water molecules are omitted for clarity of
representation.

Figure 11. Time evolution of the angle ψ2 (cf. Figure 10)
during the first 10 ns of the MD simulation. Note that ψ2 is a
circular variable.
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characterized by the eight possible triplesRRR, âRR, ...,
which can be formed from the symbolsR andâ. Also the
recursive coarse-graining ofC explained in section 2.8 and
a time scale analysis analogous to that in Figure 9 (see Figure
3 of the Supporting Information) indicated an eight-state
model. Furthermore, the two thus determined eight-state
Markov matrices turned out to be identical, i.e.,C8 ) Ĉ8

(data not shown).

The nonlinear dynamics classification of the dataxt ∈X
at the eight-state level of the model hierarchy yielded the
statistical weightsPn of the statesn ) 1, ..., 8. According to
the arguments in ref 13 they determine the free energiesGn

) -kBT ln(Pn) of these states, wherekB is the Boltzmann
constant andT is the temperature. The resulting relative
energies of the eight conformational states are depicted in
Figure 12. Interestingly the fully extended conformationâââ
is seen to be energetically most favorable and, therefore, is
most frequently encountered in the trajectory. Furthermore,
a â f R transition is seen to be energetically most favorable
at ψ2 and least favorable atψ1.

However, the dynamical connectivity of the eight states,
which is visualized in Figure 13 by a plot of the Markov
matrixC8, does not simply reflect the energetic state ordering.
For instance, transitionsâââ f ââR are seen to be more
likely thanâââ f âRâ although the latter target state has a
slightly lower free energy than the former. Furthermore, the
various conformations are mainly connected by singleâ f

R transitions at individual anglesψi, whereas correlated
transitions at pairs of these angles are quite rare.

By looking at further details of the connectivity displayed
in Figure 13 and of the energetics shown in Figure 12, by
analyzing the structures of the prototypesy κ

n through mo-
lecular graphics, etc. one could now derive a lively picture
and physical understanding concerning the conformational
dynamics of serine tripeptide in water. However, these issues
are beyond the scope of this paper. In the present context
the given example solely serves to illustrate the kind of
insights into complex dynamical systems, which now can
be gained by applying the methods of time series analysis
outlined above.

4. Summary and Conclusion
For the analysis of high-dimensional time series in terms of
coarse-grained Markov models we first have applied a
density-oriented discretization of the data space. The proper-
ties of this partition ensure a balanced statistics for the
estimation of all elements of the correspondingly discretized
transfer operatorC. The nonlinear dynamics eq 8 involving
C was shown to classify the elementsxt of the time series
in terms of prototypical pointsy l

n marking the statesn )
1,..., Nl of coarse-grained Markov modelsCl. By varying
the strengthκ of the nonlinearity a hierarchy of such models
is obtained, in which the number of states monotonically
increases withκ in the rangeNl ) 1,...,R. Here, the caseNl

) 1 is the trivial stationary model, andNl ) R recovers the
original discretization. Two different algorithms have been
introduced to construct coarse-grained transfer operatorsCl

at the intermediate levelsl of the hierarchy. Here, the more
time-consuming but accurate approach applies a classification
of the data X, whereas the other variant rests on a
classification of prototypical points. The correctness of the
latter procedure has been demonstrated by comparison with
a deterministic and stepwise coarse-graining of the original
R-state transfer operatorC ≡ CR.

For all these approaches observables were introduced,
which allow for identifying the most plausible level within
the thus constructed hierarchies of models. Their validity has
been checked using a synthetic one-dimensional time series,
which, apart from its low-dimensionality, exhibits all the
characteristics of the relevant model class.

As an example for a more realistic application we have
analyzed a six-dimensional time series obtained from a MD
simulation of a tripeptide in aqueous solution. In this case
the most plausible Markov model could be a priori guessed
by physical knowledge on the conformational dynamics of
such systems, and our approach actually recovered this guess
by analysis of the simulation data. Although in practical
applications questions concerning e.g. the number of partition
volumes, by which the data space is discretized, the size of
the time step, at which a dynamics is sampled, or the validity
of the Markovian assumption for the coarse-grained time
series have to be additionally addressed, the presented results
demonstrate that our approach toward the identification of
the most plausible coarse-grained Markov model compatible

Figure 12. Free energy differences ∆Gn ) Gn - G1 for an
eight-state model with states n ordered according to increasing
free energy Gn ) - kBT ln(Pn) and labeled by the simple (R/
â)-classification of the three ψ-angles occurring in the proto-
types y κ

n.

Figure 13. Graphical representation of the Markov matrix C8

extracted from the trajectory. The diameters of the dots code
the sizes of the matrix elements Cnn′

8 . (Matrix elements Cnn′
8 <

0.01 not drawn.)
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with the observations is actually viable. We would like to
stress that the approach is applicable also to extremely high-
dimensional data sets, which could result, e.g., from simula-
tions of protein folding.

Appendix A: Discrete Dynamics
To solve the differential eq 8 numerically for givenxt and
κ, we use the following algorithm, whereτ ) 1, 2, .... denotes
discrete time steps of widths∆t̃.

• Calculate the probability vector (7).
• While |p(τ + 1) - p(τ)| > ε, 0 e ε , 1:

Equations 26 and 27 discretize the differential eq 8 under
the approximation

and with κ̃ ) ∆t̃κ. The cutoff (28) and the renormalization
(29) serve to stabilize the algorithm numerically.

Appendix B: Attractors of the Nonlinear
Dynamics
Here, we consider the nonlinear part

of (8) for the probability distribution (7). The uniform
distribution

over a nonempty subsetM ⊂ {1,...,R} of indicesr ∈ M is
stationary under (31), as can be seen by inserting (32) into
(31). For eachM ≡ |M | there are

possibilities to choose an index setM. Therefore, there are
a total of

stationary solutions of (31). By applying a small deviation

to one componentps, s∈M, one can easily show that only
the R δ-distributions (M ) 1) are stable attractors of (31).

Appendix C: Simulation Method
As a simulation system we have chosen a periodic rhombic
dodecahedron (inner radiusRI ) 17 Å) filled with 930 water
molecules and one serine tripeptide molecule with acetylated
N- and amidated C-termini. A Berendsen thermostat and
barostat42 were used to control the temperature at 300 K and
the pressure at 1 atm. The molecular mechanics of the system
was described by means of the all-atom force field
CHARMM22.43 Toroidal boundary conditions were applied
to the computation of the electrostatics. As described in detail
in refs 44 and 45 they comprise a moving-boundary reaction
field description for electrostatic interactions beyond a
distance of aboutRI and fast hierarchical multipole expan-
sions combined with a multiple time step integrator46 at
smaller distances. The basic integration time step was∆t )
1 fs. By periodically saving the peptide configuration the
sampling time step was set to∆t̃ ) 1 ps.
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Abstract: Electronic energy flow in an isolated molecular system involves coupling between
the electronic and nuclear subsystems, and the coupled system evolves to a statistical mixture
of pure states. In semiclassical theories, nuclear motion is treated using classical mechanics,
and electronic motion is treated as an open quantal system coupled to a “bath” of nuclear
coordinates. We have previously shown how this can be simulated by a time-dependent
Schrödinger equation with coherent switching and decay of mixing, where the decay of mixing
terms model the dissipative effect of the environment on the electronic subdynamics (i.e., on
the reduced dynamics of the electronic subsystem). In the present paper we reformulate the
problem as a Liouville-von Neumann equation of motion (i.e., we propagate the reduced density
matrix of the electronic subsystem), and we introduce the assumption of first-order linear decay.
We specifically examine the cases of equal relaxation times for both longitudinal (i.e., population)
decay and transverse decay (i.e., dephasing) and of longitudinal relaxation only, yielding the
linear decay of mixing (LDM) and the population-driven decay of mixing (PDDM) schemes,
respectively. Because we do not generally know the basis in which coherence decays, that is,
the pointer basis, we judge the semiclassical methods in part by their ability to give good results
in both the adiabatic and diabatic bases. The accuracy in the prediction of physical observables
is shown to be robust not only with respect to basis but also with respect to the way in which
demixing is incorporated into the master equation for the density matrix. The success of the
PDDM scheme is particularly interesting because it incorporates the least amount of decoherence
(i.e., the PDDM scheme is the most similar of the methods discussed to the fully coherent
semiclassical Ehrenfest method). For both the new and previous decay of mixing schemes,
four kinds of decoherent state switching algorithms are analyzed and compared to one
another: natural switching (NS), self-consistent switching (SCS), coherent switching (CS), and
globally coherent switching (GCS). The CS formulations are examples of a non-Markovian
method, in which the system retains some memory of its history, whereas the GCS, SCS, and
NS schemes are Markovian (time local). These methods are tested against accurate quantum
mechanical results using 17 multidimensional atom-diatom test cases. The test cases include
avoided crossings, conical interactions, and systems with noncrossing diabatic potential energy
surfaces. The CS switching algorithm, in which the state populations are controlled by a coherent
stochastic algorithm for each complete passage through a strong interaction region, but
successive strong-interaction regions are not mutually coherent, is shown to be the most accurate
of the switching algorithms tested for the LDM and PDDM methods as well as for the previous
decay of mixing methods, which are reformulated here as Liouville-von Neumann equations
with nonlinear decay of mixing (NLDM). We also demonstrate that one variant of the PDDM
method with CS performs almost equally well in the adiabatic and diabatic representations,
which is a difficult objective for semiclassical methods. Thus decay of mixing methods provides
powerful mixed quantum-classical methods for modeling non-Born-Oppenheimer polyatomic
dynamics including photochemistry, charge-transfer, and other electronically nonadiabatic
processes.

I. Introduction
The Born-Oppenheimer approximation assumes that the
relatively slow motion of nuclei can be separated from the

faster electronic motion, and thus the nuclei effectively move
on a single electronically adiabatic potential energy surface.
Due to the prohibitive computational expense of using
quantum mechanics to treat the nuclear motion of large
systems (say, for systems larger than four atoms), molecular* Corresponding author e-mail: truhlar@umn.edu.
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dynamics (MD) simulations often treat the nuclear motion
using classical mechanics. The combination of quantal
electronic motion and classical nuclear motion for such a
Born-Oppenheimer process leads to the classical trajectory1

or quasiclassical trajectory2 (QCT) method when applied to
gas-phase systems or the molecular dynamics (MD) method3

when applied to condensed-phase systems. However, when
the system has low-lying excited electronic states, the Born-
Oppenheimer approximation may break down, and non-
adiabatic transitions may couple nuclear motion in the various
low-lying electronic states. To extend the QCT and MD
methods to treat nonadiabatic transitions caused by break-
down of the Born-Oppenheimer approximation, two new
issues arise, namely that nuclear motion is governed by two
or more potential energy surfaces and that these surfaces are
coupled, leading to non-Born-Oppenheimer trajectories.
Various mixed quantum-classical methods have been pro-
posed to incorporate electronically nonadiabatic dynamics,4

and in this article we call these semiclassical methods
because some degrees of freedom (the electronic ones) are
quantal, and others (the nuclear ones) are classical.

A general problem faced by all mixed quantum-classical
approaches is the problem of how to couple classical nuclear
motion to quantal electronic motion to best simulate the true
overall dynamics, which is of course fully quantal. If the
goal is to calculate detailed quantum state-to-state transitions,
then one must include all phase and interference effects,
which is difficult in an approximate calculation; however,
most experimentally interesting observables in practical
problems involving photochemistry are highly averaged
quantities in which much of the phase and interference
information is washed out. In most applications the goal is
to develop general methods to calculate these averaged
quantities, such as total quenching cross sections or rate
constants for photoinduced reactions. For this reason it is
sufficient to consider predicting the diagonal elements of the
density matrix5 because they control the final state popula-
tions. There is, however, a second reason to formulate the
problem in terms of the density matrix, namely that the
electronic degrees of freedom constitute a subsystem, and
the Liouville-von Neumann equation of motion6-16 (also
called the quantum Liouville equation) provides a theoretical
framework for propagating the density matrix of a subsystem.
In particular it provides a widely accepted language for
characterizing relaxation and decoherence (also described as
dissipation and dephasing). Relaxation and decoherence of
the electronic degrees of freedom in a “bath” of nuclear
degrees of freedom can be and have been described in wave
function language,15,17,18but in the present article, following
earlier work,8-16 we use density matrix language.

In formulating the semiclassical aspect of the problem,
we limit our attention to methods that involve independent
trajectories since coupling trajectories together, although it
may better simulate a wave packet,19 raises unsolved ques-
tions of computational efficiency and how best to treat the
coupling. Independent-trajectory methods may be classified
into two main categories: (1) trajectory surface hopping
(TSH) methods20-33 in which the classical motion at any
given time is governed by one or another potential energy

surface (each associated with a given electronic state in a
given representation), and this motion is interrupted by hops
(jumps, switches) between surfaces and/or bifurcations into
two or more independent daughter trajectories (on different
surfaces), each of which can further hop or bifurcate; and
(2) self-consistent potential (SCP) methods15-18,34-48 in which
trajectories are governed by a weighted averaged of the
coupled potential energy surfaces, where the weight changes
continuously as a function of time. The most consistent of
the TSH methods are based on Tully’s fewest-switches (TFS)
criterion,24 which attempts to make the electronic probability
distribution averaged over an ensemble of trajectories equal
to the probability distribution computed from the electronic
density matrix. The most straightforward of the SCP methods
is the semiclassical Ehrenfest (SE) method.40

Some TSH methods are reasonably accurate for treating
classical allowed transitions, where energy conservation is
achieved during hops or in daughter trajectories by adjusting
a component of the nuclear momentum (the direction of this
component is called the hopping vector). In many cases,
though, the algorithm may call for a hop that is not allowed
by conservation of energy or momentum. Such a hop is called
a frustrated hop, and in general frustrated hops cause the
number of trajectories propagating on each surface to become
inconsistent with the electronic density matrix. Although the
fewest switches with time uncertainty (FSTU) method31 and
the later FSTU∇V method33 have been reasonably successful
at producing accurate results despite these difficulties, they
occasionally show a strong dependence on the representation
used (adiabatic or diabatic), and even when the empirically
best representation is used they have been found to be less
accurate than the best of the SCP methods described below.

The SE method involves mean-field trajectories, and it can
sometimes produce accurate electronic transition prob-
abilities. However, the SE method (even if or when it gives
accurate average results) cannot, in general, give accurate
final energy distributions because the electronic and trans-
lational energies of each trajectory correspond to average
energies, whereas the correct physical observables, due to
decoherence, correspond to a statistical mixture of the
discrete, allowed final values. In a semiclassical method
where quantum mechanics is used for the electronic motion
and classical mechanics is used for the nuclear motion, the
electronic density matrix decoheres due to the “bath” of
nuclear coordinates (even for small, isolated, gas-phase
systems). The realization that this effect must be introduced
explicitly into the SE equation is the motivation for the
development of the decay of mixing (DM) methods. To
include this decoherence into the mean field approaches, the
first DM method, called the natural decay of mixing (NDM)
method,18 replaced the mean-field state with a decohering
one by adding decay into the coupled-states electronic
Schrödinger equation. A DM trajectory behaves like the
mean-field trajectory when the system is in a region of
strongly interacting electronic states, but it gradually deco-
heres into a single-state trajectory when the system leaves
the strong interaction region.15,16,18As decoherence is built
into the quantum electronic motion, it naturally induces an
extra force acting back on the classical nuclear motion. This
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force is called the decoherent force, and its magnitude is
determined by the requirement of energy conservation. The
DM formalism has been shown to provide a more accurate
description of non-Born-Oppenheimer dynamics than either
the SE or the surface-hopping formalism.15,16,18

The state to which the decohering state is locally decaying
is called the decoherent state. This could be an adiabatic or
diabatic state; the basis in which physical decoherence occurs
is called the pointer basis49 or the environmentally induced
superselection basis.50 Instead of describing nonadiabatic
transitions as trajectories hopping discontinuously and sto-
chastically from one potential energy surface to another, as
in trajectory surface hopping methods, DM trajectories evolve
continuously on a weighted average of the potential energy
surfaces, with continuously evolving weights that tend to
unity on one surface (in the adiabatic or diabatic basis) and
zero on all the others. The decoherent state, rather than the
propagation surface, is switched.15,16,18The result is similar
to allowing nonvertical hops. The NDM method18 was the
first implementation of the DM formalism, and in the NDM
method the switching occurs stochastically according to the
TFS algorithm using the decohering electronic density. This
was shown to be more accurate than the TFS surface hopping
method. The NDM approach has nevertheless been further
improved as described below.

In the original formulation of the NDM method, the
switching probability artificially favors decoherence to the
local decoherent state. This means that the system either
decoheres too fast or the switching probability balances
coherence with decoherence inappropriately. With this
problem in mind, we developed the self-consistent decay of
mixing (SCDM) method15 in which we do not consider the
contribution to population transfer due to decay when we
compute the switching probabilities. This improves accuracy
of the DM method.

Subsequent analysis led to an even more accurate DM
method in which the switching probability is governed by
the coherent part of the coupled-states electronic Schro¨dinger
equation over each pass through a strong interaction region.
Globally coherent switching (i.e., coherent switching over
the entire trajectory) is, however, not the best algorithm for
simulating full quantum dynamics. The importance of
decoherence between successive passages through strong
interaction regions was demonstrated most clearly by Tha-
chuk et al.42 in a low-dimensionality problem, namely the
evolution of a two-state diatomic molecule in a strong
electromagnetic field; their discussion makes it clear that the
combination of coherent evolution through a strong interac-
tion region and decoherence between such passages is a more
realistic model of quantum dynamics than is completely
coherent dynamics and that maintaining coherence over an
entire trajectory may lead to significant errors. One semiclas-
sical method that was developed with this kind of consid-
eration as a motivation is the surface hopping method of
Parlant and Gislason,22,23 in which each strong interaction
region is treated coherently, and then electronic wave
functions are reinitialized before encountering the next strong
interaction region. This method, like all TSH methods,
models one aspect of decoherence by the hopping events

themselves. However, our tests of the Parlant-Gislason TSH
method showed16 that it is less accurate than the fewest-
switches TSH method. We used a similar but different
strategy to incorporate decoherence between strong-interac-
tion regions and coherence within strong-interaction regions
in the DM method. In particular, we modified the DM
method to calculate switching probabilities using fully
coherent electronic wave functions, and we reset the coherent
wave functions to the decohering ones between strong-
interaction regions (rather than reinitializing them). We call
this method the coherent switching decay of the mixing
(CSDM) method, and we found that it is more accurate than
SCDM and NDM.16

The three methods (NDM, SCDM, and CSDM) differ only
in how the decoherent state evolves during the trajectory.
Trajectories evolve continuously in all DM methods, and
there is no frustrated switching. When a DM trajectory
attempts to decohere to an energetically forbidden state, the
decoherence slows down, and the trajectory then evolves
coherently in a mixed state until the forbidden state becomes
allowed or until the dynamics changes in some other way,
i.e., though the trajectory cannot fully occupy an energetically
forbidden state, it may evolve on an average potential that
contains some character of the forbidden state. This differs
from TSH methods, where forbidden hops cause the distribu-
tion of TSH trajectories to no longer match the distribution
called for by the electronic density matrix.

All of the DM methods mentioned so far involve nonlinear
decay of mixing of the density matrix because of the way
that we originally introduced the decay terms in terms of
the wave function; in particular, the off-diagonal terms
contain one density matrix element divided by another. From
now on, we call these DM methods nonlinear decay of
mixing method (NLDM) methods. The key goal of the
present paper is to test the sensitivity to recasting the decay
of mixing in a linear form, as postulated by most methods
cast originally in density matrix language.

Quantum simulation can have two different meanings. It
can mean the use of quantum mechanics to simulate physical
systems, or it can mean the use of semiclassical algorithms
or macroscopic models to simulate quantum systems. We
are interested in the latter.

A quantum system interacts with its environment, which
destroys the coherence in a robust basis,51,52called the pointer
basis or the einselected (environmentally induced super-
selected) basis.52,53 The system decoheres to a statistical
classical mixture. We simulate this as stochastic demixing
to an ensemble of classical states. The essence of decoher-
ence is finding the robust basis in which the density matrix
becomes diagonal; the density matrix is always diagonal in
some basis (since it is a Hermitan operator, it has eigenvec-
tors), but only in the pointer basis does it remain diagonal.53

Decoherence is an essential part of any quantum subsystem
in contact with an environment, i.e., of any system smaller
than the entire universe, and its implications have a profound
effect on emergence of applicability of classical modes of
thought to quantum systems, that is of classical mechanics
as a good approximation to quantum mechanics under certain
circumstances.50 However, much less attention has been paid

Non-Born-Oppenheimer Liouville-von Neumann Dynamics J. Chem. Theory Comput., Vol. 1, No. 4, 2005529



to its relevance for quantum simulation, that is, practical
classical-like approximations to quantum systems under
conditions where classical mechanics is not applicable and
quantum effects are large.54

Although more general formulations are available,55

considerable attention has been paid to the evolution of a
quantum system interacting linearly and perturbatively with
a high-temperature thermal environment.50,56However, these
assumptions are not always applicable; decoherence is more
general, and in some cases we want to concentrate on the
more general features of decoherence and the properties it
has even when the system-environment interaction is non-
linear, strong, and nonthermal, and when the environmental
relaxation time is not fast compared to the primary system
dynamical time scale. As an example of a more general
property of decoherence, Zurek has pointed out that in
general the decoherence rate cannot be faster than the inverse
of the spectral cutoff of the environment or the rate at which
coherence is created.50 An example of a general feature that
might be relevant for our work here is that if the environment
is more classical than the system, decoherence should be
rapid compared to relaxation. For example, if vibronic
relaxation occurs on the picosecond time scale, decoherence
might be much faster, for example, faster than a tenth of a
picosecond.

The approach to the quantum simulation embodied in the
decay of mixing methods is to replace the Liouville-von
Neumann (LvN) equation, which is equivalent to the
Schrödinger equation and describes the “apparent en-
semble”57 corresponding to a pure superposition state, by a
fictitious, stochastic ensemble evolving according to a
modified LvN equation containing relaxation terms. To
emphasize the distinction, the original LvN equation may
be called the unitary LvN equation, and the modified one
may be called a quantum master equation. The use of
stochastic ensembles has a long history in the quantum theory
of open systems,58 and the decay of mixing methods involves
using the concept to create new semiclassical algorithms.
We will see that some old questions appear in new guises.
For example, “What is the pointer basis?” becomes “Is the
adiabatic or diabatic representation a closer approximation
to the true pointer basis in the interaction region?” or even
“Since the true pointer basis in the interaction region is
unknown, can we devise an algorithm whose accuracy does
not depend strongly on the choice of representation?”.
Similarly, the question “What is the physical decoherence
rate?” becomes “What algorithmic decoherence rate allows
the observables calculated from an ensemble of semiclassical
trajectories to best simulate the observables calculated from
a quantum wave packet?”.

Note that we have used the term “quantum master
equation” rather than “dissipative LvN equation”seither can
be used in this context. It is important though to keep in
mind that “dissipation” often refers to essentially irreversible
transfer of energy into a subsystem with many degrees of
freedom, where it is lost; and the decoherence that has been
most heavily discussed involves transfer of information into
a many-degrees-of-freedom subsystem where it is lost. Even
“relaxation” sometimes has the connotation of interaction

with a heat bath. In contrast, consistent with recent apprecia-
tions of the broader context in which decoherence must be
studied,59 here we consider a small environment, the nuclear
degrees of freedom of a gas-phase molecule. Furthermore,
whereas the goal of much master equation work is to
eliminate the need to treat the environmental system explic-
itly, in the present work we treat the environment explicitly,
but because we make a classical approximation for the
environment, we need to introduce decoherence explicitly
into the quantum primary system. A question we have asked
in previous work is as follows: Can we formulate stochastic
demixing of the primary system (the electronic degrees of
freedom) to an ensemble of noninterfering states by adding
relaxation terms (a time-asymmetric mechanism) to a Schro¨-
dinger equation and transforming to the density matrix
language (as has been done in the decay of mixing methods)?
In the present article we follow this with the following: How
does this compare to adding relaxation terms directly to the
LvN equation, as is usually done? Is there an essential reason
to prefer one or another of these methods for formulating a
statistical, irreversible, local equation of motion that describes
a subsystem (the electronic degrees of freedom) strongly
coupled to an environment (the nuclear degrees of freedom)?

Master equations (equations, usually approximate, for the
evolution of a density matrix or the diagonal elements of a
density matrix) may be classified as Markovian (time local,
generated by a positive semigroup of irreversible time
evolution60) or non-Markovian.54,55,61,62We have used both
approaches: the natural switching and self-consistent switch-
ing methods are Markovian, whereas our more recent
coherent switching method is non-Markovian, and the time
nonlocality (memory) is controlled by an auxiliary density
matrix and a strong-interaction criterion that controls the time
interval over which the auxiliary density matrix is propagated
coherently. One of the attractive features of the coherent
switching decay of the mixing method is that although it
describes non-Markovian evolution, it does so entirely in
terms of differential equations, without the requirement for
integrodifferential equations, a feature that has also occurred
in some earlier work.61 We will see that the various elements
may, in principle, be combined in more than one way, and
one of the goals of the present paper is to test the robustness
of the resulting semiclassical methods to changing these
elements.

Although the NLDM schemes were originally developed
by adding decay terms to the time-evolution of the electronic
wave function, i.e., to the time-dependent Schro¨dinger
equation,18 the Schro¨dinger equation of motion including
these decay terms may be transformed into a Liouville-von
Neumann equation.15,16Although these equations of motion
are theoretically equivalent, it is easier to reformulate the
DM methods in a linear way if one works directly with the
density matrix, and this is accomplished in section II. Section
III presents various switching algorithms for decoherent states
in this context. Section IV reviews the decay time and the
decoherent direction. Section V presents several computa-
tional details. Section VI tests several semiclassical methods,
involving both linear and nonlinear decay of mixing with
decoherent and coherent switching, for 17 test cases involv-
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ing 8 three-dimensional atom-diatom systems. Section VII
presents concluding remarks.

II. Decay of Mixing Methods
In this section, we present the theory entirely in terms of
the density matrix without referring to the equations of
motion for the wave function. In the decay of mixing
methods, the time derivative of the density matrix has two
components: one arising as the solution to the fully coherent
Liouville-von Neumann equation and one that incorporates
electronic decoherence. In general, we write16

where the coherent part is given in a general representation
(diabatic or adiabatic) by

wherek, k′, and l label electronic states (k, k′, l ) 1, 2, ...,
m, where m is the number of electronic states),R is an
N-dimensional vector of nuclear coordinates, an overdot
denotes a time derivative, andUkk′ is the symmetric potential
energy matrix defined by

whereHel is the electronic Hamiltonian plus nuclear repul-
sion. The nonadiabatic coupling vectordkk′ is anm× manti-
Hermitian matrix in electronic state space, and each element
is a vector inR

where ∇R is the N-dimensional nuclear gradient. In the
adiabatic representation,U is a diagonal matrix calledV;
and one can define a “diabatic” representation wheredkk′ is
zero andU is not diagonal (although true diabatic representa-
tions do not exist,63 approximate diabatic representations63-66

are very useful and are widely used in approximations). The
second term of eq 1 is an algorithmic control term added to
simulate decoherence.

By conservation of density

and eq 2 leads to conservation for the coherent terms

thus we obtain a restriction on the decay terms:

Clearly F̆kk, F̆kk
C , and F̆kk

D can be either negative or positive.
WhereasF̆kk

C is determined by the time-dependent Schro¨d-
inger equation,F̆kk

D results from algorithmic choice. We
formulate the DM methods such that there is some electronic

stateK (the “decoherent state”) toward which the system is
decohering, and this requires thatF̆kk

D < 0 for k * K andF̆KK
D

> 0. This guarantees that the trajectory corresponds asymp-
totically to a particular electronic state in the pointer basis.
Assuming that the diagonal elements decay by a linear, first-
order process yields

and

whereτkK is a first-order decay time to be specified. The
time derivativesF̆kk′

D of the off-diagonal matrix elements are
not yet specified, and they are discussed later.

The introduction of the decay term of eq 8 is the key
element of the decay-of-mixing methods. In a real physical
situation, a system interacting with an environment ends in
a mixed state, rather than a pure state, which would result if
the density matrix, originally assumed pure, were evolved
by the time-dependent Schro¨dinger equation. We want to
simulate the final ensemble corresponding to the mixed state
of the electronic subsystem by an ensemble of pure states.
Thus, whereas the destruction of interference in the real
system leads to a mixture that corresponds to a probability
distribution of final observables, the simulation system tends
to a probabilistic distribution of pure states, each correspond-
ing to different observables.

Next, we consider the nuclear motion. We use an iso-
inertial, mass-scaled nuclear coordinate systemR in which
all nuclear masses are scaled to the same reduced massµ,
and the momentum conjugate toR is calledP. The nuclear
motion is represented by an ensemble of classical trajectories,
and the nuclear position and momentum of each trajectory
evolve according to classical equations of motion

and

where the coherent part is15,16

and the decoherent part is15,16,18

where15,16

and ŝ is a unit vector (specified below) that represents the
decoherence direction into which energy is deposited and

F̆kk′ ) F̆kk′
C + F̆kk′

D (1)

ipF̆kk′
C ) ∑

l

([Ukl - ipR4 ‚dkl]Flk′ - Fkl[Ulk′ - ipR4 ‚dlk′]) (2)

Ukk′ ) 〈k|Hel|k′〉 (3)

dkk′ ) 〈k|∇R|k′〉 (4)

∑
k)1

m

F̆kk ) 0 (5)

∑
k)1

m

F̆kk
C ) 0 (6)

∑
k)1

m

F̆kk
D ) 0 (7)

F̆kk
D ) - 1

τkK
Fkk, k * K (8)

F̆KK
D ) ∑

k*K

1

τkK

Fkk (9)

R4 ) P/µ (10)

P4 ) P4 C + P4 D (11)

P4 C(t) ) - ∑
k

Fkk∇RUkk - ∑
k

∑
k′<k

(2ReFkk′)∇RUkk′ +

∑
j

∑
k

∑
k′

(2ReFkj)Ukk′dk′j (12)

P4 D ) - µV̇D

P‚ŝ
ŝ (13)

V̇D ) ∑
k

F̆kk
DUkk + ∑

k
∑
k′<k

2Re(F̆kk′
D )Ukk′ (14)
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out of which energy is consumed. The right-hand side of eq
13 is the negative of the decoherent force, and it drives the
trajectory to a pure electronic state. The decay of mixing
methods differ in the off-diagonal matrix elementsF̆kk′

D , as
discussed next.

A. Nonlinear Decay of Mixing (NLDM). Previously, we
added first-order decay to the electronic wave function.15,16,18

By making the reasonable assumption18 that the real and
imaginary parts of the component of the electronic wave
function corresponding to a given electronic state decay at
the same rate (in a particular representation, i.e., in the pointer
basis), we obtained equations which are equivalent to the
following decay law for the decoherence in the pointer
representation15,16

where the decay terms for the diagonal elements pushFKK

in the denominator to unity andFkk in the summation to zero.
The nonlinear terms in eq 15 therefore vanish asymptotically.

B. Linear Decay of Mixing (LDM). We linearize the
decay of mixing by ignoring nonlinear terms in eq 15. Then
we have

where the factor of 2 in eq 16 is not necessary, and we could
put any nonzero constant there; however, here we define the
decay time to be consistent with notation used above. The
decay times in eq 16 need not be the same as those that
appear in the diagonal matrix elements in eqs 8 and 9, but
in the present article we take them to be the same for
simplicity.

Equations 15a and 16 lead to the widely assumed situation
where coherence decays exponentially. This form for the
decay can be derived under reasonable sets of assumptions
for other problems,67 but for the present problem of the
decoherence of the electronic degrees of freedom by the
nuclear ones, it has the status of a possible fundamental
assumption.

C. Population-Driven Decay of Mixing (PDDM). In the
population-driven decay of mixing (PDDM) method, we
assume that there is no decoherent decay of the off-diagonal
matrix, i.e.

Note that this method, like LDM, is linear. If we use the
usual convention that the relaxation time for the diagonal
elements is calledT1 and that for the off-diagonal elements
is calledT2, this corresponds toT2 ) ∞ andT1 finite, whereas

usuallyT2 e T1. However, we should keep in mind that the
decoherent decay in the DM methods is algorithmic decay,
not physical decay. We are adding decay terms to the
equations for an ensemble of independent semiclassical
trajectories so that the ensemble average best simulates the
behavior of a quantum wave packet. In this case, it is
interesting to test the effect of making a minimal perturbation
to the equations of motion consistent with forcing the system
to continuously switch to a single potential energy surface
asymptotically. In the PDDM scheme, we make only this
minimal perturbation.

Note thatFkk′ for k * k′ does not tend to zero in this
method, just as it also stays finite in trajectory surface
hopping. However, as compared to trajectory surface hop-
ping, the system has no discontinuous changes in momenta,
and it uses Ehrenfest-like dynamics in regions where the
potential energy surfaces are strongly coupled. Thus the
PDDM method provides an algorithmic density matrix that
may be useful for calculations, but it does not necessarily
satisfy the constraint8

which holds for true density matrices.

III. Decoherent and Coherent Switching
Next we discuss how the decoherent state is switched along
the DM trajectory. In the TSH method, at a hop, the trajectory
discontinuously switches from one pure electronic state to
another pure electronic state. In DM methods we instead
switch the decoherent state.

A. Natural Switching (NS). The natural switching (NS)
scheme is a direct application of Tully’s fewest-switches
scheme. For example, in the two-state case, the probability
of switching from a decoherent stateK to some other
decoherent stateK′ between timet and timet + dt is given
by

The multistate generalization of eq 18 is given in Appendix
A of ref 16.

B. Self-Consistent Switching (SCS).In eq 18 above, the
change in the density matrix elements, including the change
due to decoherence, is used to calculate the switching
probability. In the self-consistent switching (SCS) scheme,
the switching probability is calculated using only the coherent
part of the change in elements of the density matrix. In the
two-state case this yields

This may be interpreted as “semicoherent switching” because
the instantaneous change in the density matrix due to
decoherence is not included, although the decoherence due
to the trajectory’s history is included in the denominator of

FnnFmmg |Fnm|2
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FKK
,0) (18)

PKfK′ ) max(-
F̆KK

C dt

FKK
,0) (19)

F̆ij
D ) {-

1

2 ( 1

τiK

+
1

τjK
)Fij i * K j * K (15a)

1

2( 1

FKK
( ∑

k * K

Fkk

τKk
) -

1

τjK
)Fij i ) K j * K (15b)

1

2( 1

FKK
( ∑

k * K

Fkk

τKk
) -

1

τiK
)Fij i * K j ) K (15c)

F̆kk′
D ) - 1

2τkk′
Fkk′, k * k′ (16)

F̆kk′
D ) 0, k * k′ (17)

532 J. Chem. Theory Comput., Vol. 1, No. 4, 2005 Zhu et al.



eq 19, sinceFKK is the decohered density. The multistate
generalization of eq 19 is given in Appendix A of ref 16.

C. Globally Coherent Switching (GCS).The globally
coherent switching (GCS) method preserves coherence in
the populations used to control switching over the entire
trajectory. To accomplish this, we define a set of coherent
state populationsF̃KK′ which satisfy the fully coherent
evolution given in eq 2. InitiallyF̃kk′ ) Fkk′, but these two
density matrices are propagated separately. In the two-state
case the switching probability is given by

D. Coherent Switching (CS).The above schemes are all
time-local (or Markovian), but the actual time derivatives
of the density matrix are not only solely determined by
information about the current state of the system but also
by its time history, i.e., the evolution is nonlocal in time or
non-Markovian. In this section we discuss a key feature that
accounts for such time nonlocality, and we show how to
include a critical aspect of memory into the propagation by
incorporating the concept of a localized (but not instanta-
neous) interaction between the quantum states.

Parlant and Gislason3 introduced a method in the frame-
work of trajectory surface hopping (TSH) that we called exact
coherent passage TSH (ECP-TSH). In this method (for a two-
state case) the following coupling function is monitored:

At each local minimum ofΩ, the density matrix is re-
initialized to correspond to a pure state, i.e.,FKK ) 1 and all
other elements equal zero. The ECP-TSH method integrates
the electronic equations of motion in a coherent way
throughout each complete transversal of a strong coupling
region, but it handles decoherence differently from the DM
methods in several respects. First, there is no decay of mixing
term. Second, each trajectory propagates locally on a single
potential surface rather than an Ehrenfest-weighted surface.
Third, the ECP-TSH method involves hops with disconti-
nuities in the nuclear momentum, and when a hop occurs it
requires that the semiclassical trajectory be repropagated from
a point of maximal coupling. Fourth, whether a hop occurs,
at each local minimum ofΩ(t), the electronic coefficients
are reinitialized to unity or zero. This means that decoherence
is instantaneous in the ECP-TSH method, and it appears from
the results16 that this does not describe decoherence as well
as possible. Nevertheless, this idea provided stimulation for
a (locally) coherent switching scheme that we abbreviate CS.

In the CS scheme, the switching probability is defined as
in eq 20 for the GCS method. In the CS scheme however,
F̃KK′ is set equal toFKK′ at all local minima of some coupling
function. Note that we sync the switch-controlling density
matrix to the decohered one (that controls the effectiVe
potential) rather than reinitialize it.By settingF̃KK′ ) FKK′,
the amount of decoherence is determined by the difference
between the two sets of electronic density matrices: the one
that is propagated with decay-of-mixing terms and the one
that is propagated coherently. Thus, in particular, the amount

of decoherence introduced at a local minimum of the
coupling function depends on the size of the coupling region
and other dynamical factors. We emphasize that the equations
of motion governing theF̃ij elements and hence governing
the switching probability in the CS method are treated in a
coherent and uninterrupted way throughout each complete
passage through a strong coupling region (although one does
allow switches in the decoherent state), but decoherence is
introduced intoF̃ij between different strong coupling regions
by settingF̃ij ) Fij at minima of the coupling function.

We have not used the same coupling function as Parlant
and Gislason. We previously defined the following functions
for both adiabatic and diabatic representations16

and

Calculations employing eq 22 are called CS, and those
employing eq 23 are called CS-C. These coupling functions
arise from the adiabatic representation where the coupling
is determined by the nonadiabatic coupling vector, but it is
clear (at least for the two-state case) that they also provide
a measure of coupling in the diabatic representation. Nev-
ertheless, it is interesting to ask if a quantity computed
directly in the diabatic representation works as well. Thus
we define

and

The first quantity, eq 24, is a direct expression in terms of
the scalar-coupling (S) matrix elements, and the second, eq
25, is a measure of deviation from the crossing point where
a local minimum (which might be zero) occurs in the diabatic
level-spacing (L). We also consider using the reciprocal of
eq 25. Equations 22, 24, and 25 and the reciprocal of 25
will be considered as alternative demarcation schemes for
strong-coupling regions in CS calculations. Note that these
four equations give qualitatively different definitions of a
strong-coupling region for many problems.

When it is desired to associate a unique abbreviation with
each choice, calculations carried out using eq 22 may be
labeled CS(D), that is, coherent switching based on the
magnitude of the derivative coupling; those with eq 23 may
be labeled CS-C, that is, coherent switching with strong
interaction boundaries based on a component; those carried
out with eq 24 may be labeled CS(S), that is, coherent
switching with strong-interaction boundaries based on scalar
diabatic coupling; those carried out with eq 25 may be
labeled CS(L), that is, coherent switching in the diabatic
representation with strong-interaction boundaries based on
diabatic level-spacing; and those carried out with the

DK(t) ) ∑
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CK(t) ) ∑
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|dKj‚R4 vib|2 (23)

SK(t) ) ∑
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reciprocal of (25) will be labeled CS(1/L). A possible
advantage of choosing the S, L, or 1/L expressions in the
diabatic representation is that one can avoid the diabatic-
adiabatic transformation. This may be useful for some
systems, although in general, given a diabatic representation,
this transformation is not computationally demanding. Thus
the motivation for choosing a particular demarcation scheme
will be the consistency of the semiclassical formulation, as
judged by the accuracy of the results for a diverse set of
problems.

E. Combinations.We have defined five switching schemes
(natural switching, self-consistent switching, globally coher-
ent switching, coherent switching basis on a component, and
coherent switching) in the adiabatic representation. Any of
these schemes may be used in combination with the three
decay of mixing algorithms (NLDM, LDM, and PDDM)
discussed in section II for a total of 15 semiclassical methods
in the adiabatic representation. In the diabatic representation
we will consider the D, S, L, and 1/L criteria for strong-
interaction regions in the CS scheme, for a total of eight
schemes and 24 combinations. However some of these are
only of academic interest at this point since we know from
previous work15,16 that the NS, SCS, and CS-C schemes are
less accurate than CS. But the GCS, CS(S), CS(L), and CS-
(1/L) schemes have never been tested. Some of the combina-
tions are equivalent to previous methods: NLDM with NS
is NDM; NLDM with SCS is SCDM; NLDM with CS-C is
CSDM-C; and NLDM with CS is CSDM. The other 20 are
new. To emphasize the essential characteristics, LDM with
CS is abbreviated CSDM/L, and PDDM with CS is abbrevi-
ated CSDM/PD. Furthermore, NLDM, LDM, and PPDM
with GCS may be abbreviated GCSDM, GCSDM/L, and
GCSDM/PP, respectively.

IV. Decay Time and Decoherence Direction
Next we review how the decay time and decoherent direction
are determined. The same prescriptions16 are used for all of
the combinations, and they are summarized briefly here to
make this paper more self-contained.

The unit vector in eq 13 represents the direction into which
nuclear kinetic energy is deposited or out of which energy
is consumed, and in the two-state case it is given by16

wherea0 is a bohr length,P̂vib andd̂Kk are unitless unit vectors
in the direction ofPvib (the local vibrational momentum26)
anddKk, respectively, anddKk is the magnitude ofdKk. The
generalization of eq 26 to multiple states has been given
previously.15,16

The decay time we use is16

whereE0 is a constant. In the present work we useE0 ) 0.1
Eh (where 1Eh ≡ 1 hartree) 27.2116 eV), which is the
same value as used in ref 16.

Equation 27 exhibits two very interesting qualitative
features. First, individual off-diagonal density matrix ele-
ments do not all decohere at the same rate, and coherences
between levels that are widely separated decay faster than
those between levels that are close to each other. This
behavior has been observed in semiclassical studies of an
oscillator coupled to a bath.68,69Second, the decoherence time
tends to∞ as the momentum tends to zero. This feature,
which follows in our work from the self-consistent treatment
of the system-environment interaction, is consistent with a
study70 based on a general master equation that showed that
coherence decay becomes slower than any exponential as
the environmental temperature tends to zero.

V. Three-Dimensional, Two-State Test Cases
The model systems we consider here are two-state atom-
diatom nonadiabatic collisions and have the form

where A, B, and C label atoms, the asterisk indicates
electronic excitation, andV and j are the initial vibrational
and rotational quantum numbers. Equation 28a describes the
nonadiabatic reaction, whereE′int is the final internal (i.e.,
rovibrational) energy of the AC diatom, and eq 28b describes
quenching, whereE′′int is the final internal energy of the BC
diatom. We label the initial conditions by the total energyE
and the initial vibrational and rotational quantum numbers
V and j of the diatomic molecule. For all of the cases
considered here, the total angular momentum of the system
is zero. Electronic angular momentum is neglected consis-
tently in both the quantal and semiclassical calculations.

For the collision energies used in this paper, there are only
three possible collision outcomes (combinations of the final
arrangement and electronic state): adiabatic collision in the
electronically excited state, reactive de-excitation, and quench-
ing (nonreactive de-excitation).

The semiclassical trajectory calculations and the accurate
quantum mechanical results are compared for the following
six quantities (i ) 1, 2, ..., 6): PR, the probability of reaction,
which is the outcome in eq 28a;PQ, the probability of
quenching, which is the outcome in eq 28b;PN, the total
probability of a nonadiabatic event, which is the sum ofPR

andPQ; FR, the reactive branching fraction, which is defined
as PR/PN; 〈E′int〉, the average internal (vibrational-rota-
tional) energy of the diatomic fragment in eq 28a; and
〈E′′int〉, the average internal (vibrational-rotational) energy
of the diatomic fragment in eq 28b. For the three probabilities
the errorεiR for quantity i and test caseR (nine cases for
MXH, five cases for MCH, and three case for YRH) is
calculated as the logarithmically averaged percentage error
computed as described elsewhere,71 and for the remaining
three quantities,FR, 〈E′int〉, and〈E′′int〉, the errorεiR is defined
as the unsigned relative percentage error computed as
described elsewhere.16 The average of the logarithmically
averaged percentage errors inPR, PQ, andPN is called the
average unsigned percentage error in probabilities (column
heading “Prob”), and the average of the unsigned relative

ŝ ) (dKka0(P‚d̂Kk)dK̂k + PvibP̂vib)/||dKka0(P‚d̂Kk)dK̂k +
PvibP̂vib|| (26)

τkK ) p
|Vkk - VKK|(1 +

E0

(P‚ŝ)2/2µ) (27)

A* + BC(V,j) f {B + AC(E′int) (28a)
A + BC(E′′int) (28b)
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percentage errors inFR, 〈E′int〉, and 〈E′′int〉 is called the
average unsigned percentage error in fractional distributions
(column heading “Fract”); the latter name is appropriate
because the relative error in internal energy is identical to
the relative error in the fraction of total energy that is
deposited in internal energy. Finally, we average the two
averages to obtain an average unsigned percentage error for
all six observables (column heading “All”).

The model systems feature three types of nonadiabatic
transitions and are labeled as MXH, MCH, or YRH.

The MXH systems feature avoided crossings of the
Landau-Zener type72-74 in which the two diabatic potential
energy surfaces cross with nonzero diabatic coupling. Nine
MXH cases are included: the SB, SL, and WL parametri-
zations, with total energyE ) 1.1 eV,V ) 0, andj ) 0, 1,
2. Details of the MXH parametrizations and the accurate
quantum mechanical calculations have been given previ-
ously.47 For the MXH systems, the quantum transition
probabilities show oscillations, but the semiclassical methods
do not. Therefore, for MXH systems, semiclassical results
for PR, PQ, PN, andFR at 1.1 eV are compared to quantal
results averaged over an energy interval. When a quantity,
sayR, is quantum mechanically averaged atE0, it means

whereδE is small increment aroundE0. In applying eq 29
to the MXH systems in the present paper,N is 2 andδE )
0.0055 eV. The values of〈E′int〉 and〈E′′int〉 are not averaged.

The MCH systems feature conical intersections75-77 in
which the two diabatic potential energy surfaces cross at
some geometries where the diabatic coupling is zero. Five
MCH cases are included: the SB, SL, TL, WB, and WL
parametrizations, withE ) 1.1 eV andV ) j ) 0. Details of
the MCH parametrizations and the accurate quantum me-
chanical calculations have been given previously.78 For MCH
and YRH systems, the quantal results used for comparison
in this article are not averaged.

The YRH systems feature interactions of the Rosen-Zener-
Demkov type,79-81 by which we mean cases where the two
diabatic potential energy surfaces do not cross and are weakly
coupled. Three YRH cases are included: the YRH(0.1)
parametrization withE ) 1.1 eV andV ) j ) 0 and the
YRH(0.2) parametrization withE ) 1.02 eV andV ) j ) 0
andE ) 1.1 eV,V ) 0, andj ) 6. The number in paren-
theses denotes the strength of the coupling; this and other
details of the YRH parametrizations and the accurate
quantum mechanical calculations have been given previ-
ously.82

For the decay of mixing trajectories, the coordinates and
momenta of the nuclei and the electronic state populations
are integrated using an adaptive integration algorithm that
was designed for use with semiclassical trajectory calcula-
tions.28 The algorithm uses a Bulirsch-Stoer integrator with
polynomial extrapolation83 modified such that the integrator
is prohibited from stepping over local peaks and minima in
the electronic probabilities. For the present calculations, the
integration parameters were given the following values:47 εBS

) 10-12 Eh andhmin ) 10-4 aut (1 aut) 1 atomic unit of
time ) 2.4189× 10-2 fs), which gives converged results
for the MXH, MCH, and YRH systems. The trajectories
begin the simulation with the lone atom (Y in the case of
YRH and M in the case of MXH and MCH) separated from
the center-of-mass of the diatom by 35 a0 (1 a0 ) 0.52918
Å) for the MXH, MCH cases and by 20 a0 for the YRH
cases, and the simulation was ended when the product
fragments were separated by at least 30 a0 for all three
systems. We have verified that the results of the semiclassical
simulations do not change when these distances are increased.

For the decay of mixing trajectories, the final state internal
energies,E′int or E′′int, are determined without quantization.
In particular, the relative translational energy becomes
constant after the collision, and the internal energy is
computed as total energy minus the final relative translational
energy minus the minimum electronic energy of the diatomic
fragment.

Calculations are performed in the adiabatic (a) and diabatic
(d) representations. Calaveras County (CC) calculations with
three combinations of adiabatic and diabatic representations
are also performed. The Calaveras County representation48

is defined as the representation with the fewest hopping
attempts in a trajectory surface hopping calculation, and
previous work has shown48,77 that this representation is, on
average, the most accurate representation for non-Born-
Oppenheimer semiclassical trajectory calculations.

All new calculations in this paper were run with theNAT

computer codesversion 9.0, whereas results in previous
papers (some of which are reanalyzed below for the final
table) are calculated with theNAT-version 8.1.84

VI. Results and Discussion
The Supporting Information provides full sets of calculated
observables and average errors for all 15 combinations (see
section III.E) in the adiabatic representation and for 18 of
the possible combinations in the diabatic representation. In
the printed article, that is, in this section, we tabulate and
discuss only the most interesting new results.

Table 1 presents the mean percentage errors for the
NLDM, LDM, and PDDM methods employing CS switch-
ing. The table is based on 17 cases for 10 different systems
of three different types, and so it provides a broad assessment
of the accuracy and robustness of the methods. The table
shows that the YRH systems present the most critical test
of which algorithm is the best. All NLDM, LDM, and PDDM
methods with CS switching work almost equally well in the
adiabatic and Calaveras County representations, but the
NLDM and PDDM methods are slightly better than the LDM
method in the diabatic representation. The S and L criteria
for strong interaction regions appear to work well for diabatic
LDM and PDDM calculations. In comparing the results in
Table 1 it is not necessary to consider costs since the costs
for all methods in the table are within about a factor of 2 or
even closer.

The overall results in the last column of Table 1 are
obtained by averaging over the three types of system, with
each type weighted one-third. The NLDM method with CS
switching, which is the CSDM method presented previ-

Rj(E0) )
1

2N + 1
∑

j)-N

N

R(E0 - jδE) (29)
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ously,16 has a mean error of 25% in the adiabatic representa-
tion, 26% in the diabatic representation with the original D
criterion for strong interaction regions, and 25% in the
diabatic representation with the new S criterion. The Cala-
veras County representation with the D criterion for both
representations has 24% error, and using D in the adiabatic
representation and S in the diabatic representation gives 23%
error. All of these average errors, in the range of 23-26%,
are comparable to the kind of error one can get from
trajectory calculations for Born-Oppenheimer systems,85 so
it seems unlikely that further reductions are possible by
changing the treatment of nonadiabaticity. Indeed the linear-
ized method, LDM, is slightly worse. Furthermore, decreas-
ing the decoherent algorithmic control to the minimum
necessary to guarantee physical final electronic states, as in
the PDDM method, gives almost the same overall mean
errors,∼24%, as the CSDM, provided one uses either the S
or L criterion in the diabatic representation. We conclude
that the decay-of-mixing methods are very robust with
respect to details of the implementation and that the
linearized methods perform equally as well as our wave
function version in the adiabatic representation, which gives
nonlinear decay of the density matrix. The fact that the
PDDM method with the D criterion in the adiabatic ap-
proximation and the S criterion in the diabatic approximation
are sometimes slightly more accurate than the CSDM method
is interesting, but it is outweighed by the more physical
character of the CSDM in driving the off-diagonal elements
of the density matrix toward zero and by the fact that the
overall errors of the CSDM and the PDDM are almost
identical.

Although we have emphasized the physicality of the DM
methods in driving the coherences (the off-diagonal elements
of the density matrix are called coherences in the density
matrix literature) to zero, the nonlinear and linearized
versions of the method differ in the way that they accomplish
this. This is best illustrated by considering the two-state case.
For two states, withk ) 1, K ) 2, andτ21 ) τ12, eq 15 of
the CSDM method yields

whereas eq 16 of the LDM yields

Equation 31 has the behavior that the decoherent control
terms always decrease|F12|, as assumed by phenomenological
theories of decoherence, whereas eq 30 does not have this
behavior. However, since we are working with algorithmic
demixing rather than physical demixing, and since eq 30
follows from adding a decay mechanism to the wave function
equation of motion, one can argue that the requirement that
F̆12

D /F12 is negative need not be enforced and might even be
inappropriate. In fact, Elran and Brumer,69 in a study of an
anharmonic oscillator coupled to a bath, found that coherence
both increased and decreased, and they called into question
the utility of Markovian master equations that predict only
decay. Since Table 1 shows that the LDM method gives
significantly less robust results in the diabatic representation,

Table 1. Average Unsigned Percentage Errors Computed for the Coherent Switching Method

MXH (avoided crossing) MCH (conical interaction) YRH (noncrossing)

method rep prob fract alla prob fract alla prob fract alla all overallb

NLDM a 28 20 24 44 24 34 16 17 17 25
d(D) 21 16 19 34 21 28 43 22 32 26
d(S) 22 16 19 34 21 27 36 23 29 25
d(L) 21 16 19 34 21 28 49 26 38 28
d(1/L) 21 17 19 33 21 27 64 29 47 31
CC(D) 29 20 24 34 23 29 16 17 17 24
CC(D,S) 29 20 25 34 23 29 16 17 17 24
CC(D,L) 29 20 25 34 23 28 16 17 17 23

LDM a 24 18 21 43 23 33 18 17 18 24
d(D) 27 20 24 36 21 29 106 15 61 38
d(S) 27 20 23 34 20 27 53 14 33 28
d(L) 26 20 23 37 22 29 44 16 30 27
d(1/L) 27 20 23 34 21 28 51 17 34 28
CC(D) 28 18 23 35 22 29 18 17 18 23
CC(D,S) 27 18 23 34 22 28 18 17 18 23
CC(D,L) 27 18 22 36 23 29 18 17 18 23

PDDM a 27 20 23 42 22 32 20 16 18 24
d(D) 26 16 21 37 19 28 78 15 47 32
d(S) 26 16 21 37 19 28 33 14 24 24
d(L) 25 16 20 38 20 29 27 16 22 24
d(1/L) 25 16 20 37 19 28 32 18 25 24
CC(D) 20 19 25 38 20 29 20 16 18 24
CC(D,S) 30 19 25 38 20 29 20 16 18 24
CC(D,L) 29 19 24 38 21 30 20 16 18 24

a All six observables (average of two previous columns). b This column is the average of the three previous “all” columns.

F̆12
D ) - (F11

F22
- 1) F12

2τ12
(30)

F̆12
D ) -

F12

2τ12
(31)
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we are hesitant to recommend it for electronically nonadia-
batic processes, although it should be noted that if one uses
the L criterion in the diabatic representation, the LDM results
are good.

Table 2 also shows some results for global coherent
switching (GCS). This scheme is interesting because it is
the scheme that has always been used in TFS and FSTU∇V
surface hopping calculations. It works well for the MXH
and MCH systems, and GCS switching in both adiabatic and
diabatic representations is about as accurate as CS switching
for these cases. However, GCS switching is inaccurate for
the YRH system.

The full results in Supporting Information confirm that
the CS prescription is the best switching algorithm as
concluded16 previously. The self-consistent switching (SCS)
algorithm works almost as well as the CS algorithm for the
MXH and MCH systems and it shows very good results for
the YRH system when simulations are done in the adiabatic
representation, but SCS shows poorer results when YRH
simulations are carried out in the diabatic representation. The
natural switching (NS) algorithm shows the same tendencies
as the SCS algorithm, except that NS shows more represen-
tation dependence than SCS for the YRH systems. The full
tables in Supporting Information also show that all three
decay-of-mixing methods (NLDM, LDM, and PDDM) have
similar behavior when used with the same switching
algorithm. The results are more dependent on the choice of
switching algorithm than on the choice of the decay-of-
mixing method.

Next, we consider how fast or slow the system decoheres.
The region where the trajectory has negligible nonadiabatic
and/or diabatic coupling is not interesting. Therefore, we
average the decay time only over the portions of the
trajectories where 0.02e Fkk e 0.98. Recall thatτkk′ is, except
for a factor of 2, the reciprocal of a first-order rate constant,
and we therefore average the rates, 1/τ12, not the decay times.
The result is re-expressed in time units by taking a reciprocal,
i.e.

The results for the CS switching algorithm with NLDM,
LDM, and PDDM decay of mixing methods are shown for
five of the 17 cases in Table 3. Notice that the average decay-
of-mixing time is slightly shorter in the adiabatic representa-
tion than in the diabatic representation for MXH (SB) with
j ) 0 and MCH (SB) withj ) 0, but the average decay-of-
mixing time is much longer in the adiabatic representation
than in the diabatic representation for MXH (WL) withj )
0 and MCH (WL) withj ) 0. For YRH (0.2) withj ) 0 the
average decay-of-mixing is about the same. NLDM, LDM,
and PDDM decay of mixing methods give similar average
decay-of-mixing times. For the MXH (SB) and MCH (SB)
cases withj ) 0, the Calaveras County representation is the
adiabatic representation, while for the MXH (WL) and MCH
(WL) cases withj ) 0, the Calaveras County representation
is the diabatic representation. The examples in Table 3 show
that the representation with the shorter average decay-of-
mixing time corresponds to the Calaveras County representa-
tion for the crossing and conical intersection cases of
nonadiabatic transitions. For the noncrossing cases, the
average decay-of-mixing times are about the same.

Since the method of comparing semiclassical calculations
to quantum ones is improved in this paper (as compared to
our previous ones), we also compared other semiclassical
results to the quantum ones by precisely the same procedure.
Table 4 compares the overall errors for the present methods
to trajectory surface hopping and the semiclassical Ehrenfest
method. The improvement is significant. Again, it is not
necessary to include computation costs since the cost for all
methods in the table are similar.

VII. Concluding Remarks
The decay of mixing (DM) formalism18 was developed by
adding decoherence to the semiclassical Ehrenfest method
and has been shown to be more accurate than surface hopping
methods for non-Born-Oppenheimer collisions. In this article,

Table 2. Average Unsigned Percentage Errors in All Six
Observables for GCS and CS Switching Schemes and the
D Criterion for Strong Interaction Regionsa

MXH MCH YRH overall

NLDM a GCS 21 33 66 40
CSa 24 34 17 25

d GCS 17 29 389 145
CSa 19 28 32 26

LDM a GCS 21 34 67 41
CS 21 33 18 24

d GCS 22 30 661 238
CS 24 29 61 38

PDDM a GCS 21 33 61 38
CS 23 32 18 24

d GCS 18 29 453 167
CS 21 28 47 32

a This is equivalent to original CSDM.

Table 3. Mean Decay of Mixings Times (fs) for the CS
Switching Algorithm with the NLDM, LDM, and PDDM
Decay of Mixing Schemesa

rep
MXH (SB)

j ) 0
MXH (WL)

j ) 0
MCH (SB)

j ) 0
MCH (WL)

j ) 0
YRH(0.2)

E ) 1.02 eV

Nonlinear Decay of Mixing (NLDM)
a 7.8(57) 8.5(52) 8.0(37) 26.7(53) 34.8(76)
d(D) 9.5(57) 7.4(52) 9.4(37) 10.9(53) 35.2(84)
d(S) 9.5(67) 7.4(51) 9.4(44) 10.9(54) 35.3(84)
d(L) 9.4(103) 7.4(74) 9.4(79) 10.8(79) 35.4(61)

Linear Decay of Mixing (LDM)
a 7.7(56) 8.3(53) 7.9(38) 25.9(54) 34.4(77)
d(D) 9.6(66) 7.3(5) 9.2(38) 10.8(53) 34.4(85)
d(S) 9.6(70) 7.4(51) 9.2(44) 10.8(54) 34.4(85)
d(L) 9.4(109) 7.4(74) 9.0(77) 10.7(80) 34.5(63)

Population-Driven Decay of Mixing (PDDM)
a 7.8(50) 8.6(52) 7.8(37) 26(54) 34.4(76)
d(D) 9.4(57) 7.3(52) 9.1(37) 10.2(53) 35.0(83)
d(S) 9.4(65) 7.3(52) 9.1(44) 10.2(55) 35.0(83)
d(L) 9.2(101) 7.3(75) 9.0(78) 10.3(80) 35.0(61)

a Numbers in parentheses are the average number of minima of
D, S, or L per trajectory.

τj ≡ 1
〈1/τ12〉

(32)
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we have tested the sensitivity of the DM method to details
of how decoherence is introduced into the off-diagonal
elements of the density matrix and how the switching
probability is computed. The comparison of our previous
coherent switches with decay of mixing (CSDM) method to
the new methods shows that CSDM is very robust with
respect to details of the implementation. In particular,
numerical tests based on ensembles of trajectories show that
allowing for new forms of decoherence and changes in the
switching algorithm do not lead to significant overall
improvement, although we can achieve an average improve-
ment of a couple of percentage points.

Although the present article only involves two-state
applications, all methods are applicable to general multistate
cases. The new methods presented here complement the older
methods in that we now have a series of methods with
various levels of coherence and decoherence. (The PDDM
method is more coherent than the LDM method, and the
LDM method has similar coherence to the NLDM method.
Among the four switching algorithms, GCS is the most
coherent, CS is less, SCS is even less, and NS is the least
coherent.) This may help us to better understand the physical
nature of decoherence.
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Abstract: We benchmark the performance of 20 approximate density functionals for the

calculation of one-bond carbon-hydrogen NMR spin-spin coupling constants (SSCCs). These

functionals range from the simplest local-spin density approximation to novel meta-generalized

gradient approximation and hybrid density functionals. Our testing set consists of 72 diverse

molecules that represent multiple types of hybridization of the carbon atom corresponding to 96

experimentally measured one-bond carbon-hydrogen SSCCs. Our results indicate that

generalized gradient approximations perform best for this type of coupling.

1. Introduction
Nuclear magnetic resonance (NMR) spectroscopy has be-
come an indispensable instrument of structural analysis for
many experimental chemists, largely because of the high
sensitivity of chemical shifts and indirect spin-spin coupling
constants (SSCCs) to the chemical environment.

Back in 1970, John Pople and co-workers1 recognized in
a seminal paper the importance of NMR spectroscopy as a
powerful tool for structural chemistry and computed the
leading contribution to one-bond carbon-proton1JCH SSCCs
(the Fermi contact term) for a series of molecules using the
self-consistent perturbation theory based on the INDO
approximation, one of the most advanced techniques at the
time. Since that paper was published, applied computational
quantum chemistry has advanced enormously. The niche
previously filled with semiempirical methods has been taken
over by rapidly developing approximate approaches based
on density functional theory (DFT).2,3 This remarkable
method has received widespread recognition among chemists
due to its relatively high accuracy and attractively modest
computational cost compared to computationally demanding
wave function-based techniques (see ref 4 and references
therein). Despite this success, little is known about the
accuracy of approximate functionals in predicting SSCCs
except for the works of Helgaker, Handy, Cremer, and co-

workers,5-7 who found that the hybrid B3LYP functional
delivers satisfactory accuracy for SSCCs over a small set of
molecules. The performance of three functionals for other
types of coupling was also reported in ref 8.

Here, we follow Pople’s endeavor and present acompre-
hensiVe benchmark study of various DFT functionals in
predicting one-bond C-H SSCCs. We attempt to answer the
important practical question of how well approximate func-
tionals predict experimental SSCCs.

2. Spin -Spin Coupling Constants
The basic theory of nonrelativistic SSCCs was outlined by
Ramsey back in 1953.9 He identified four distinct contribu-
tions to an isotropic SSCC: the Fermi contact (FC), spin-
dipolar (SD), the paramagnetic spin-orbit (PSO), and
diamagnetic spin-orbit (DSO) terms. The FC and SD triplet
perturbations originate from the interaction between the
electronic spin and the nuclear momenta, while the PSO and
DSO singlet perturbations arise from the interaction between
the electron orbital and the nuclear magnetic momenta. The
DSO contribution appears in first-order and is evaluated as
an expectation value over the ground state. The remaining
FC, SD, and PSO terms appear in second-order and involve
the first-order response of the molecular orbital coefficients
available from solving the first-order coupled-perturbed
equations for 10 external perturbations per coupled atom pair.
In many cases, the isotropic FC contribution dominates the
total value of SSCC, thus only one external perturbation per

* Corresponding author phone: (713)348-5336; fax: (713)348-
2727; e-mail: guscus@rice.edu.
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coupled atom pair needs to be considered, dramatically
reducing the computational cost. We refer the interested
reader to the reviews on the theory of SSCCs by Fukui,10

Contreras,11,12 and Helgaker.13,14

To calculate SSCCs, we evaluate the four Ramsey’s
contributions using the algorithms5,6,15,16implemented in the
Gaussian03 suite of programs.17 The FC term, characterized
by the value of the electron density at the nuclei, imposes
stringent requirements on the quality of the basis set in the
core region. Therefore, we employ the aug-cc-pVTZ-J basis
set designed for the calculation of SSCCs.18 Peralta et al.
have found that this basis set yields SSCCs in satisfactory
close agreement to the complete basis set limit for DFT
(B3LYP) calculations.19 In fact, the difference between the
basis set limit and the aug-cc-pVTZ-J values is less than
0.3 Hz for 1JCH SSCCs in CH4, FCH3, and C2H4.19

3. Approximate Density Functionals
Among numerous approximations to the exchange-correlation
energy available in the literature, we select 20 exchange-
correlation functionals for this study. A brief description of
these approximations is assembled in Table 1.

The computational cost of an approximate functional is
in practice controlled by the nature of the variables included
and the complexity of its expression. The simplest functional,
the local spin-density approximation (LSDA), depends solely
on the electron spin-density. Addition of the density first
derivatives leads to Generalized Gradient Approximations
(GGAs). Many prominent functionals belong to the meta-

GGA class, a family of functionals that additionally depend
on the noninteracting kinetic energy density along with the
GGA ingredients. Hybrid functionals introduce a mixture of
exact (Hartree-Fock type) exchange, yielding very success-
ful functionals for thermochemistry.20

4. Calculation Details
To ensure the validity of our assessment, we benchmark the
20 chosen functionals over an extensive set of 72 chemically
diverse molecules that correspond to 96 experimentally
measured one-bond C-H couplings involving 22 aromatic,
28 sp3, 34 sp2, and 12 sp C atoms (see Supporting
Information). All calculated NMR couplings as well as their
individual contributions are available as Supporting Informa-
tion. This set encompasses the original Pople set1 and also
includes additional couplings taken from ref 21. Since
accurate experimental geometries are only available for a
few molecules in this set, we optimized the geometries of
the sample molecules at the hybrid PBE0/6-31+G(2df,p)
level of theory,22 which is deemed sufficiently accurate for
the present purpose.

Although rovibrational effects notably impact SSCCs,23,24

their evaluation is computationally demanding.25 Lutnaes,
Ruden, and Helgaker note, however, that the zero-point
vibrational contribution (ZPVCs) prevails in the rovibrational
effects.26 Ruden et al.25 have shown that the value of the
ZPVC for one-bond carbon-hydrogen SSCCs appear to be
very close to 5 Hz (within tenths of Hz). Hence, an ad hoc
correction of 5 Hz was added to all calculated one-bond C-H
SSCCs, to effectively account for the ZPVC.

The experimental SSCCs are measured at temperatures that
imply free rotation in flexible species rendering indistin-
guishable otherwise chemically different atoms. We account
for this effect by averaging over equivalent pairs of atoms
considering only one conformer, however.

Experimental SSCCs are often measured in solution, while
our calculations correspond to an isolated molecule, i.e.,
solvent effects are neglected.21,27 We rank the performance
of the approximate functionals according to the values of
the mean error (ME), the mean absolute error (MAE), the
standard deviation (STDEV), and the minimum and maxi-
mum deviations with respect to the experimental data.
Whenever the sign is important, we assume that the
experimental values are subtracted from the theoretical ones.
We use accuracy and computational cost as a guide in
selecting the most prominent functional. In this comparison,
we consider equivalent all errors bellow the margin of(2
Hz set by the solvent, geometry, rovibrational, and finite basis
set size effects.

5. Results and Discussion
In Table 2 we present the statistics for the complete
benchmark set. All GGA functionals improve over the
simpler LSDA functional. Accuracy of the nonempirical
GGAs PW91 and PBE is similar. This does not come as a
surprise since PBE is conceived as a computationally
equivalent simplification of the PW91 functional.28 The PBE0
ab initio hybrid (based on the PBE functional) worsens the
overestimation of PBE. PKZB, the meta-GGA extension of

Table 1: Properties of Approximate Functionals Employed
in This Work

functional class CPUa refs

LSDAb local approximation 1.0 2,31
PW91 GGA 1.3 32,33
PBE GGA 1.3 28
BLYP GGA 1.3 34
OLYP GGA 1.4 35
BP86 GGA 1.3 36,37
KT2 GGA 1.4 29
HCTH407 GGA 1.4 38
PKZB meta-GGA 1.8 39
VSXC meta-GGA 1.9 40
TPSS meta-GGA 1.8 41
B3LYPc GGA hybrid 6.6 42
B3P86 GGA hybrid 6.5 17
O3LYP GGA hybrid 6.3 35
PBE0 GGA hybrid 6.7 22,43
B971 GGA hybrid 6.6 44
B972 GGA hybrid 6.6 45
B98 GGA hybrid 6.9 46
B1B95 meta-GGA hybrid 7.3 47
TPSSh meta-GGA hybrid 6.6 20
a We estimate the approximate computational cost (two 900 MHz

Intel Itanium2 CPUs) required for the evaluation of all SSCCs in
C6H5NO2 with 514 basis functions. The quoted computational cost is
measured relative to LSDA (162 s). b The sum of the Dirac exchange
and Vosko-Wilk-Nusair (VWN5) parametrization (formula V of ref 31)
of the correlation energy of the homogeneous electron gas. c The local
component is VWN3 functional (formula I of ref 31) as implemented
in Gaussian.17
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the PBE functional, features performance resembling that
of PBE. TPSS, a recent attempt to further improve over
PKZB, severely overestimates one-bond C-H SSCCs. The
semiempirical hybrid fit TPSSh to atomization energies based
on TPSS worsens the TPSS performance, too. The combina-
tion OLYP of semiempirical exchange functional OPTX of
Handy and Cohen and the Lee-Yang-Parr correlation
functional outperforms the older and better known combina-
tion BLYP. The corresponding hybrid functionals, O3LYP
and B3LYP, display a performance pattern similar to that
of the parent GGAs OLYP and BLYP. The recently
developed KT2 functional, a GGA which is fitted to accurate
exchange-correlation potential data and known for its excel-
lent description of NMR shielding tensors,29 delivers high
errors for one-bond C-H SSCCs. Two highly parametrized
semiempirical functionals, VSXC and HCTH407, produce
very similar results. Becke’s hybrid fit B98 and its later
revision B971 feature similar performance. The later param-
etrization B972 that relies on accurate exchange-correlation
potential data significantly improves over B98 and B971.
Overall, only the GGAs PW91, PBE, and BP86 and the
hybrid B3P86 and B972 functionals achieve a MAE smaller
than 4 Hz.

Our results for BLYP, B3LYP, and KT2 functionals are
in line with the findings of Keal et al. in a set of 11
molecules.30 Although the number of1JCH calculated by these
authors is too small to draw statistically significant conclu-
sions, they found that calculated one-bond C-H SSCCs are
systematically overestimated by these three functionals.
These authors30 report that the error for the KT2 functional
ranges from+8 Hz to+38 Hz, while we report a KT2 ME
of +20 Hz. Lutnæs et al. have investigated the performance
of B3LYP for a set of 10 rigid molecules26 and concluded
that this functional overestimates experimental values by

∼10%, in agreement with our conclusions. Most of the
SSCCs in the present study are overestimated. Taking into
account that1JCH couplings are dominated by the FC
contribution, it seems this term is responsible for such an
overestimation (see Supporting Information).

In Table 3 we present the results for one-bond SSCCs
between H and sp-type carbon atoms. Most of the functionals
strongly overestimate this type of couplings except for VSXC
and HCTH407, which agree fairly well with experiment. The
standard deviations from experiment vary for different
functionals from 3.8 Hz (B98) to 8.0 Hz (KT2).

In Table 4 we present the statistical results for sp2-type
SSCCs. The performance of PW91, PBE, and BP86 func-
tionals is the best. For this set of 341JCH SSCCs, standard
deviations range from 3.0 Hz (B3LYP) to 5.0 Hz (LSDA).

For the sp3-type SSCCs, five functionals give MAEs of
about 2 Hz: PW91, OLYP, and the hybrids B3P86, B972,
and O3LYP (see Table 5). Standard deviations for this type
of SSCCs range from 2.1 Hz (B3LYP) to 4.8 Hz (LSDA).

For 1JCH SSCCs involving a C atom belonging to an
aromatic ring (see Table 6), PW91, PBE, and the hybrid
B972 yield MAE below 2 Hz. For this type of SSCCs, all
functionals give a standard deviation between 2.3 Hz (OLYP)
and 2.9 Hz (TPSS and TPSSh), i.e., the errors for the
aromatic SSCCs are confined within a narrow band around
their mean value.

Interestingly, the width of the error distribution increases
along the series aromaticf sp3 f sp2 f sp type of SSCCs.

6. Conclusions
We have computed one-bond C-H SSCCs with 20 distinct
approximate density functionals over a comprehensive set
of experimental data. All GGA functionals overall outper-
form LSDA. Meta-GGA and hybrid functionals, however,

Table 2: Statistical Results for 96 One-Bond 1JCH

Coupling Constants in a Set of 72 Molecules Using Several
Functionals (in Hz)a

functional MAE ME STDEV max.(+) min.(-)

LSDA 23.07 -23.07 4.47 -43.27
PW91 3.54 1.38 5.17 18.80 -11.21
PBE 3.49 -0.26 4.91 15.39 -14.51
BLYP 16.41 16.41 7.47 42.13
OLYP 4.78 3.91 5.95 24.52 -8.31
BP86 3.90 -1.77 4.79 13.89 -15.60
KT2 20.48 20.48 10.40 58.70
HCTH407 9.01 -8.56 5.05 5.70 -23.41
PKZB 4.72 -3.45 4.78 10.77 -21.55
VSXC 9.00 -8.72 4.88 6.44 -25.98
TPSS 24.98 24.98 7.56 52.64
B3LYP 15.89 15.89 6.73 38.26
B3P86 3.56 2.32 4.75 17.57 -10.01
O3LYP 5.40 4.95 5.68 23.95 -6.94
PBE0 5.51 5.20 4.97 21.35 -7.22
B971 11.94 11.89 4.94 26.94 -2.44
B972 3.51 1.78 4.60 14.79 -12.89
B98 12.42 12.40 5.12 27.65 -1.29
B1B95 7.98 7.83 4.87 23.25 -4.27
TPSSh 26.43 26.43 7.62 53.68

a Individual values can be obtained from the Supporting Informa-
tion.

Table 3: Statistical Results for 12 One-Bond 1JCH sp-Type
Couplings in a Set of 12 Molecules Using Several
Functionals (in Hz)a

functional MAE ME STDEV max.(+) min.(-)

LSDA 23.83 -23.83 4.28 -34.69
PW91 12.08 11.65 5.30 18.80 -2.57
PBE 9.50 8.46 5.40 15.39 -6.25
BLYP 33.87 33.87 4.86 42.13
OLYP 16.30 16.27 5.97 24.52 -0.19
BP86 8.19 6.93 5.36 13.89 -7.59
KT2 44.73 44.73 8.04 58.70
HCTH407 3.56 -0.01 5.74 5.70 -16.34
PKZB 5.40 2.89 6.31 10.77 -15.01
VSXC 3.45 -1.21 6.01 6.44 -18.19
TPSS 42.30 42.30 6.12 52.64
B3LYP 31.50 31.50 4.06 38.26
B3P86 11.67 11.67 4.50 17.57
O3LYP 16.82 16.82 5.20 23.95
PBE0 15.33 15.33 4.52 21.35
B971 21.47 21.47 3.95 26.94
B972 10.14 9.66 4.68 14.79 -2.87
B98 22.24 22.24 3.83 27.65
B1B95 16.82 16.82 4.39 23.25
TPSSh 44.05 44.05 5.62 53.68

a Individual values can be obtained from the Supporting Informa-
tion.

Assessment of Density Functionals J. Chem. Theory Comput., Vol. 1, No. 4, 2005543



do not necessarily improve over GGA functionals for this
particular type of coupling. Our findings indicate that for
one-bond C-H couplings, the most accurate functionals are
PW91 and PBE and the semiempirical hybrids B3P86 and
B972. In contrast to B3P86 and B972, PW91 and PBE do
not require computing an expensive exact exchange com-
ponent and thus are preferred computationally. The PBE
functional gives accurate1JCH SSCCs involving sp2, sp3, and
aromatic carbon atoms. The semiempirical HCTH407 and

VSXC, however, rival PBE performance for the1JCH SSCCs
involving a sp carbon atom.

Our findings do not support the common belief that hybrid
functionals (particularly B3LYP) surpass GGAs for one bond
C-H NMR SSCCs.
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parameters; Kaupp, M., Bühl, M., Malkin, V. G., Eds.;
Wiley-VCH: Weinheim, 2004; Chapter 7, pp 101-121.

(15) Barone, V.; Peralta, J. E.; Contreras, R. H.; Snyder, J. P.J.
Phys. Chem. A2002, 106, 5607.

(16) Peralta, J. E.; Barone, V.; Contreras, R. H.; Zaccari, D. G.;
Snyder, J. P.J. Am. Chem. Soc.2001, 123, 9162.

(17) Frisch, M. J. et al. Gaussian 03, Revision C.02, Gaussian,
Inc., Wallingford, CT, 2004.

(18) Provasi, P. F.; Aucar, G. A.; Sauer, S. P. A.J. Chem. Phys.
2001, 115, 1324.

(19) Peralta, J. E.; Scuseria, G. E.; Cheeseman, J. R.; Frisch, M.
J. Chem. Phys. Lett.2003, 375, 452.

(20) Staroverov, V. N.; Scuseria, G. E.; Tao, J.; Perdew, J. P.J.
Chem. Phys.2003, 119, 12129.

(21) Hansen, P. E.Prog. NMR Spectrosc.1981, 14, 175.

(22) Ernzerhof, M.; Scuseria, G. E.J. Chem. Phys.1999, 110,
5029.

(23) Geertsen, J.; Oddershede, J.; Scuseria, G. E.J. Phys. Chem.
1987, 87, 2138.

(24) Oddershede, J.; Geertsen, J.; Scuseria, G. E.J. Phys. Chem.
1988, 92, 3056.

(25) Ruden, T. A.; Lutnæs, O. B.; Helgaker, T.; Ruud, K.J. Chem.
Phys.2003, 118, 9572.

(26) Lutnæs, O. B.; Ruden, T. A.; Helgaker, T.Magn. Reson.
Chem.2004, 42, S117.

(27) Ruud, K.; Frediani, L.; Cammi, R.; Menucci, B.Int. J. Mol.
Sci.2003, 4, 119.

(28) Perdew, J. P.; Burke, K.; Ernzerhof, M.Phys. ReV. Lett.1996,
77, 3865.

(29) Keal, T. W.; Tozer, D. J.J. Chem. Phys.2003, 119, 3015.

(30) Keal, T. W.; Tozer, D. J.; Helgaker, T.Chem. Phys. Lett.
2004, 391, 374.

(31) Vosko, S. H.; Wilk, L.; Nusair, M.Can. J. Phys1980, 58,
1200.

(32) Perdew, J. P. Unified theory of exchange and correlation
beyond the local density approximation. InElectronic
Structure of Solids ‘91; Ziesche, P., Eschrig, H., Eds.;
Akademie Verlag: Berlin, 1991.

(33) Perdew, J. P.; Chevary, J. A.; Vosko, S. H.; Jackson, K. A.;
Pederson, M. R.; Singh, D. J.; Fiolhais, C.Phys. ReV. B 1992,
46, 6671,1993, 48, 4978(E).

(34) Becke, A. D.Phys. ReV. A 1988, 38, 3098. Lee, C.; Yang,
W.; Parr, R. G.Phys. ReV. B 1988, 37, 785. Miehlich, B.;
Savin, A.; Stoll, H.; Preuss, H.Chem. Phys. Lett.1989, 157,
200.

(35) Handy, N. C.; Cohen, A. J.Mol. Phys.2001, 99, 403.

(36) Becke, A. D.Phys. ReV. A 1988, 38, 3098.

(37) Perdew, J. P.Phys. ReV. B 1986, 33, 8822.

(38) Boese, A. D.; Handy, N. C.J. Chem. Phys.2001, 114, 5497.

(39) Perdew, J. P.; Kurth, S.; Zupan, A.; Blaha, P.Phys. ReV.
Lett. 1999, 82, 2544.

(40) van Voorhis, T.; Scuseria, G. E.J. Chem. Phys.1998, 109,
400.

(41) Tao, J.; Perdew, J. P.; Staroverov, V. N.; Scuseria, G. E.
Phys. ReV. Lett. 2003, 91, 146401.

(42) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch,
M. J. J. Chem. Phys.1994, 98, 11623. See, also: Hertwig,
R. H.; Koch, W.Chem. Phys. Lett.1997, 268, 345.

(43) Perdew, J. P.; Ernzerhof, M.; Burke, K.J. Chem. Phys.1997,
105, 9982.

(44) Cohen, A. J.; Handy, N. C.Chem. Phys. Lett.2000, 316,
160.

(45) Wilson, P. J.; Bradley, T. J.; Tozer, D. J.J. Chem. Phys.
2001, 115, 9233.

(46) Schmider, H. L.; Becke, A. D.J. Chem. Phys.1998, 109,
6264.

(47) Becke, A. D.J. Chem. Phys.1996, 104, 1040.

CT050083F

Assessment of Density Functionals J. Chem. Theory Comput., Vol. 1, No. 4, 2005545



Accurate Atomic and Molecular Calculations without
Gradient Corrections: Scaled SVWNV Density Functional

Kevin E. Riley, Edward N. Brothers, Kenneth B. Ayers, and Kenneth M. Merz*

Department of Chemistry, The PennsylVania State UniVersity, 104 Chemistry Building,
UniVersity Park, PennsylVania 16802

Received January 12, 2005

Abstract: The local spin density approximation (LSDA) approximation was one of the first density

functional theory (DFT) methods employed to calculate atomic and molecular properties. As

newer, more sophisticated methods, such as BLYP and B3LYP, were developed, the LSDA

approximation has grown less popular for molecular systems. In this paper we revisit the LSDA

method and investigate a simple way to improve the results that can be obtained using this

approximation. By scaling the contribution of the local correlation to the SVWNV functional,

improved results can be obtained for heats of formation, ionization potentials, electron affinities,

bond angles, bond distances, vibrational frequencies, conformational energies, interaction

energies, and barrier heights. The results of our studies show that scaling the SVWNV functional

yields heats of formations with average unsigned errors up to about nine times smaller than

those of the standard SVWNV functional. The decreases in the errors of other properties studied

in this work were not as dramatic as those of the heat of formation but were, in most cases,

significant. There is a notable time saving in this density only functional. For a 9-alanine system

SVWNV is 55% faster than B3LYP and 40% faster than BLYP at a 3-21G* basis set. Based on

our observations we propose an improved SVWNV density functional that is suitable for the

study of molecular systems at a fraction of the cost of more sophisticated DFT methods, which

also produces reasonable accuracy at small basis sets. One type of application for which the

improved SVWNV functional would be extremely well suited is QM/QM methods where a fairly

inexpensive method is needed for the larger part of a system that is treated at a lower level of

theory.

Introduction
As the speed of modern computers increases while their cost
decreases it becomes possible to consider the use of ab initio
methods to calculate properties of very large molecules, such
as biomolecules. These types of calculations promise to
greatly increase our understanding of the structure and
function of large molecular systems.1 Although a few efforts
have already been made to make such large scale calcula-
tions,2-6 it is not yet a common practice due to the great
computational expense.1 The first step one would take when

making ab initio calculation on very large systems would
be to use a relatively inexpensive density functional theory
(DFT) method,7,8 such as LSDA, along with a small split
valence basis set with a low degree of contraction, such as
3-21G*.9-11 The problem with such an approach is that the
LSDA method is known to give inaccurate results when used
to calculate such properties as the heat of formation.12,13 In
this study we use an empirical technique to scale the
correlation (VWNV)14 part of the SVWNV functional in
order to improve the overall accuracy of several atomic and
molecular properties as calculated using the LSDA method.
This approach was initially described by Brothers and Merz,
and we have expanded on the initial observation herein.13

* Corresponding author phone: (814)865-3623; e-mail:
merz@psu.edu.

546 J. Chem. Theory Comput.2005,1, 546-553

10.1021/ct050007c CCC: $30.25 © 2005 American Chemical Society
Published on Web 06/02/2005



DFT has become an extremely popular method for
studying the physical properties of molecules within the past
decade, and there have been many advances made in the
quality of the functionals available. Most modern functionals
include terms that are dependent on the gradient of the
density (these are known as generalized gradient approxima-
tion, or GGA functionals),13 adding an extra calculation over
a local only functional. The SVWNV functional is composed
of a Slater exchange functional7,8,15combined with a VWNV
correlation functional and has no functional dependence on
the density gradient; this functional is given as

where

and

the correlation potential is given by

where

the variousεc are given as

with

with parameters

The parameters within this functional were determined by
fitting the functional’s calculated correlation energy density

to that of the homogeneous electron gas as calculated by
Ceperly and Alder using quantum Monte Carlo methods.14,16

In this study we restructure the SVWNV functional to
include a parameter that can be varied in order to minimize
the errors with respect to experimental values for the various
properties we are investigating

To avoid ambiguity, this form of the functional is referred
to as the c-SVWNV functional. Several other studies have
been done where parameters within a functional are modified
in order to reduce the errors in the values of some physical
property compared to experimental data.13,17-21

The atomic and molecular properties studied in this work
are heat of formation, ionization potential, electron affinity,
ground-state geometry, ground-state vibration frequencies,
conformational energies, hydrogen bonding interaction ener-
gies, and transition state barrier heights. For the heat of
formation, ionization potential, and electron affinity calcula-
tions the Gaussian G3 test set is used;22,23 this set includes
223 heats of formation, 88 atomic and molecular ionization
potentials, and 58 atomic and molecular electron affinities.
The molecules used for investigating geometric and fre-
quency predictive accuracy were taken from the work of
Johnson, Gill, and Pople.24 This set includes 32 molecules
for ground-state geometries and ground-state vibration
frequencies. Conformational energies were calculated for
ammonia (planar vs pyramidal), ethane (staggered vs eclipsed),
and ethylene (orthogonal vs planar). Hydrogen bonding
interaction energies for the water dimer and the transition
state barrier height for the [1,5] sigmatropic shift of 1,3-
pentadiene were also calculated.25

The primary objective of this investigation is to study the
behavior of the modified SVWNV functional used with small
basis sets, and to this end we have carried out studies using
the small 3-21G* and 3-21+G* 26 split valence basis sets.
We have also carried out calculations using the much larger
6-311G** 27 and 6-311+G** 28 basis sets in order to have a
set of higher quality data to which we can compare the small
basis set results. To compare the results obtained using the
modified c-SVWNV functionals to more widely used DFT
methods, calculations were carried out using the BLYP and
B3LYP functionals.29-32

Due to our interest in using the c-SVWNV functional for
calculating heats of formation of biological molecules, we
have calculated average signed and unsigned errors for the
heats of formation of the systems in the set that contain only
the carbon, hydrogen, oxygen, nitrogen, and sulfur atoms.
We refer to this subset as the CHONS set. These are the
atoms most commonly contained in proteins.

One of the goals of this study is to establish a single
c-SVWNV scaling parameter that obtains reasonably accurate
results for a wide variety of atomic and molecular properties.
Among the scaling curves for all of the properties studied
above, the one for heat of formation is by far the steepest
and displays the most dramatic improvement. Because this
is the case, we have determined that the average optimum
heat of formation scaling parameter of 0.30 is the most
appropriate universal parameter.
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Methods
All of the calculations carried out in this study were
performed using Gaussian 98.33 Heats of formation were
calculated using the method specified in “Thermochemistry
in Gaussian” white paper available at http://www.Gaussian-
.com/g_whitepap/thermo.htm.34 Experimental heats of forma-
tion, ionization potentials, and electron affinities were
obtained from the G2/97 and G3 test set papers.22,23

Experimental bond lengths, bond angles, and vibration
frequencies were obtained from Johnson, Gill, and Pople.24

Values for ionization potential and electron affinity were
calculated adiabatically. Hydrogen bonding calculations for
the water dimer were carried out using counterpoise correc-
tions.35

Previous studies have used molecular geometries obtained
at high levels of theory for the calculation of molecular
properties at lower levels of theory.23,36 In this study
molecular geometries for all calculated properties were
optimized using the basis set and density functional that was
being evaluated. Because information based on high levels
of theory is not available for large biomolecules, we feel
that this is the most appropriate way to conduct our study.

Results and Discussion
Heats of Formation. The optimization of the c-SVWNV
correlation scaling factor for the 222 molecular species found
within the G3 test set improves the average unsigned error
from 110.4 kcal/mol to 19.0 kcal/mol for the 3-21G* basis
set and from 109.0 kcal/mol to 11.9 kcal/mol for the
3-21+G* basis set with scaling factors of 0.30 and 0.29,
respectively (see Figure 1). The molecule PF5 was omitted
in all calculations of average heats of formation because of
its unusually large deviation from experimental values for
all combinations of basis sets and functionals.

Table 1 gives the average signed and unsigned errors for
the c-SVWNV, SVWNV, Slater exchange only, BLYP, and
B3LYP functionals along with the 3-21G*, 3-21+G*,
6-311G**, and 6-311+G** basis sets. The functional that
includes exact exchange, B3LYP, and the Slater and BLYP
functionals display underbinding behavior with all basis sets
used in this study. The SVWNV functional exhibits signifi-
cant overbinding, while the c-SVWNV functional slightly
overbinds. It is clear that in terms of heat of formation
unsigned errors the c-SVWNV functional is very competitive
with the more advanced BLYP and B3LYP functionals. The
c-SVWNV functional along with the 3-21+G* basis set does
especially well in describing heats of formation compared
to all other functional/basis set combinations.

Table 2 gives the average signed and unsigned heat of
formation errors for the 152 molecules within the G3 set

Figure 1. Average unsigned deviations of c-SVWNV with 3-21G* when VWNV part is scaled (errors in kcal/mol).

Table 1. Average Signed and Unsigned Deviations of
Calculated Heats of Formation from Experiment for the G3
Test Seta

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Average Unsigned Deviation
Slater 46.2 43.6 45.2 47.0
SVWNV 110.4 109.0 115.2 112.1
BLYP 14.6 25.3 16.0 15.0
B3LYP 21.7 31.5 16.1 17.8
c-SVWNV 19.0 11.9 21.4 19.6

Average Signed Deviation
Slater -36.7 -40.4 -36.7 -40.4
SVWNV 110.3 109.0 115.2 112.1
BLYP -12.4 -24.8 -13.0 -12.6
B3LYP -21.2 -31.2 -16.0 -17.7
c-SVWNV 7.5 2.7 7.5 6.8
scaling factor 0.30 0.29 0.29 0.31

a Deviations in kcal/mol. Deviation ) experiment - theory.
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containing only the C, H, O, N, and S atoms. The results
obtained for the CHONS subset yield unsigned errors that
are larger than those calculated using the entire G3 set for
all of the functionals with the exceptions of c-SVWNV,
B3LYP/6-311G**, and B3LYP/6-311+G**. The improve-
ments in the unsigned errors for both of the B3LYP
functionals are very small (0.2 kcal/mol for 6-311G** and
0.1 kcal/mol for 6-311+G**) compared to the c-SVWNV
functional, which displays dramatic improvements for all
basis sets when only the CHONS molecules were considered.
It is also interesting that with the CHONS test set, the
c-SVWNV functional used along with the 3-21G* and
3-21+G* basis set yields average signed errors of-0.1 and
-0.2 kcal/mol, respectively. The calculated signed errors for
the 6-311G** and 6-311+G** basis sets are also better than
those obtained with the BLYP and B3LYP methods.
Although the c-SVWNV functional was fitted to the set, the
ability of a local only functional to perform at such a high
level is not to be overlooked.

Ionization Potentials and Electron Affinities. Table 3
gives the average signed and unsigned ionization potential
errors for the 88 atoms and molecules contained within the
G3 set. The c-SVWNV scaling factors for all of the basis

sets are all very close to one, thus, the effects of the scaling
are not nearly as pronounced as in the case of the heat of
formation calculations. The c-SVWNV functional outper-
forms or matches the BLYP functional and obtains errors
within 1.5 kcal/mol of the B3LYP results for all basis sets.

Table 4 gives the average signed and unsigned electron
affinity error for the 58 atoms and molecules in the G3 set.
The c-SVWNV functional outperforms both the BLYP and
B3LYP functionals in terms of unsigned electron affinity
errors for all basis sets. The scaling factor associated with
the 3-21G* basis set is not at a minimum; we limited the
upper limit to which this parameter could be varied to 1.40
in the case of electron affinity calculations. It should be noted
that the standard SVWN functional does better than BLYP
and B3LYP with the 3-21G* and 6-311G** basis sets. All
of the results obtained using the 3-21G* basis set are very
poor compared with the other three basis sets considered in
this study.

It is also interesting, but not surprising, that the presence
of diffuse functions has a great effect on the quality of the
electron affinity and ionization potential calculations. The
basis sets with diffuse functions yield much lower values
for the average signed errors compared to the basis functions
with no diffuse functions.

As expected, the local exchange only Slater functional
performs very poorly for both ionization potential and
electron affinity calculations.

Ground-State Geometries.Table 5 shows the average
signed and unsigned errors for the 16 bond angles (from 12
molecules) considered in this study. For the cases of the
3-21G* and the 3-21+G* basis sets, the minimum in the
c-SVWNV functional occurs with a scaling factor of zero,
which is merely the Slater exchange only functional. As the
larger basis set calculations yield optimum scaling factors
of 0.95 in both cases, the errors obtained were very close to
those of the standard SVWNV functional.

The inclusion of diffuse functions within the basis sets
improves the bond angles for all of the functionals except
for B3LYP. With the exception of SVWNV/3-21G*, all
calculations using basis sets with no diffuse functions present
yield angles that are smaller than experiment. The values

Table 2. Average Signed and Unsigned Deviations of
Calculated Heats of Formation from Experiment for the
CHONS Test Seta

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Average Unsigned Deviation
Slater 53.9 54.3 52.4 57.4
SVWNV 125.2 127.5 133.7 137.3
BLYP 16.4 28.0 16.8 15.3
B3LYP 24.5 33.8 15.9 17.7
c-SVWNV 13.3 9.1 17.8 16.8

Average Signed Deviation
Slater -53.0 -54.0 -50.1 -55.6
SVWNV 125.2 127.5 133.7 137.3
BLYP -16.2 -28.0 -14.2 -12.8
B3LYP -24.5 -33.8 -15.9 -17.7
c-SVWNV 0.1 0.2 4.8 3.3
scaling factor 0.30 0.30 0.30 0.31

a Deviations in kcal/mol. Deviation ) experiment - theory.

Table 3. Average Signed and Unsigned Deviations of
Calculated Ionization Potentials from Experimenta

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Average Unsigned Deviation
Slater 35.9 26.3 30.5 28.6
SVWNV 7.5 6.6 5.1 5.2
BLYP 10.3 5.1 6.5 5.4
B3LYP 5.9 6.0 3.8 3.8
c-SVWNV 7.3 5.1 4.8 4.7

Average Signed Deviation
Slater 35.9 26.1 30.5 28.6
SVWNV 3.2 -4.7 -0.7 -2.1
BLYP 9.0 0.3 5.0 3.3
B3LYP 2.4 -5.3 -0.5 -1.7
c-SVWNV 1.6 -0.7 0.9 0.0
scaling factor 1.05 0.87 0.95 0.93

a Deviations in kcal/mol. Deviation ) experiment - theory.

Table 4. Average Signed and Unsigned Deviations of
Calculated Electron Affinities from Experimenta

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Average Unsigned Deviation
Slater 56.5 16.3 34.6 19.7
SVWNV 25.6 8.8 8.8 5.7
BLYP 31.8 5.8 13.7 3.1
B3LYP 26.2 7.3 10.9 3.4
c-SVWNV 14.6 4.8 7.2 2.6

Average Signed Deviation
Slater 56.5 16.1 34.6 19.7
SVWNV 25.6 -8.5 6.5 -5.5
BLYP 31.7 -4.1 12.9 -0.3
B3LYP 25.9 -6.6 9.1 -2.3
c-SVWNV 13.1 -2.7 0.9 -0.4
scaling factor 1.40b 0.75 1.20 0.80

a Deviations in kcal/mol. Deviation ) experiment - theory. b No
true minimum reached.
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for all angles calculated with the 3-21+G* basis set are larger
than experiment.

Table 6 gives the average signed and unsigned errors for
the 44 bond lengths (from 32 molecules) studied in this work.
The scaling of the c-SVWNV functional does not reach a
true minimum for any of the basis sets, so the scaling factor
was limited to a maximum value of 1.50. The effects of the
scaling factor are very small in terms of the bond length
errors and typically only gave improvements of a few
thousandths of an angstrom.

The c-SVWNV results are comparable to those of BLYP
for all basis sets and to B3LYP for the smaller 3-21G* and
3-21+G* basis sets. The B3LYP functional along with the
larger 6-311G** and 6-311+G** basis sets yield the best
results with errors that are about half those obtained with
BLYP and c-SVWN. Interestingly, the presence of diffuse
functions in the basis functions seems to have a minimal
effect on the bond lengths with all of the functionals used
in this study.

Johnson, Gill, and Pople noted that density functional
methods typically yield bond lengths that are too long;24 our
studies seem to agree with this observation, with bond lengths

being too long for all functional/basis set combinations except
c-SVWNV/6-311G**. It is interesting to note that the average
bond lengths computed using the 6-311G** and 6-311+G**
basis sets are generally shorter than those calculated using
the 3-21G* and 3-21+G* basis sets.

Ground-State Vibration Frequencies.Table 7 gives the
average signed and unsigned errors for the 111 vibration
frequencies (from 31 molecules) considered in this study.
Although the scaling of the c-SVWNV functional yields
improvements of only 2 or 3 cm-1 over the standard
SVWNV functional due to the shallowness of the scaling
curve, it is remarkable that the scaling factor is exactly the
same (0.75) for all of the basis sets studied. The best
vibrational frequency results were obtained with the BLYP,
c-SVWNV, and SVWNV functionals along with the 6-311G**
and 6-311+G** basis sets. The B3LYP functional performs
surprisingly poorly and, when combined with the larger basis
sets, is outperformed by the Slater functional.

The presence of diffuse functions in the basis sets does
not have a very large effect on the average vibration
frequency errors. There is a very marked improvement in
the quality of the frequency calculations when we go from
using the 3-21G* and 3-21+G* basis sets to the larger
6-311G** and 6-311+G** basis sets.

Model Chemistry for the c-SVWNV Functional (c )
0.30).The average signed and unsigned errors obtained for
heats of formation, ionization potentials, electron affinities,
bond angles, bond distances, and vibrational frequencies
using a c-SVWNV scaling parameter of 0.30 are given in
Table 8. The values of the quantities listed above are
reasonably good; there is a fairly large decrease in quality
in the ionization potential and electron affinity results
compared to the optimized parameter results, but the average
deviations for diffuse function calculations are still less than
1 eV (23.06 kcal/mol).

It should be noted that the same kind of parametriza-
tion presented here could be carried out for other functionals,
such as BLYP and B3LYP, with small basis sets. Such
studies might improve the small basis set results of atomic
and molecular properties for these functionals signifi-
cantly.

Table 5. Average Signed and Unsigned Deviations of
Calculated Bond Angles from Experimenta

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Average Unsigned Error
Slater 2.35 1.95 2.05 1.98
SVWNV 2.44 2.40 1.85 1.82
BLYP 2.35 2.08 1.92 1.90
B3LYP 1.85 2.32 1.86 1.94
c-SVWNV 2.35 1.95 1.85 1.82

Average Signed Error
Slater 0.97 -0.71 0.68 -0.22
SVWNV -0.39 -1.60 0.06 0.06
BLYP 1.69 -0.61 0.95 0.25
B3LYP 0.54 -1.45 0.40 -0.18
c-SVWNV 0.97 -0.71 0.09 0.09
scaling factor 0.00b 0.00b 0.95 0.95

a Deviations in degrees. Deviation ) experiment - theory. b No
true minimum reached.

Table 6. Average Signed and Unsigned Deviations of
Calculated Bond Distances from Experimenta

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Average Unsigned Error
Slater 0.050 0.051 0.029 0.030
SVWNV 0.032 0.033 0.017 0.016
BLYP 0.036 0.038 0.015 0.015
B3LYP 0.024 0.025 0.007 0.008
c-SVWNV 0.025 0.025 0.013 0.013

Average Signed Error
Slater -0.049 -0.051 -0.028 -0.029
SVWNV -0.028 -0.030 -0.008 -0.009
BLYP -0.035 -0.038 -0.014 -0.015
B3LYP -0.021 -0.024 -0.002 -0.003
c-SVWNV -0.018 -0.020 0.001 0.000
scaling factor 1.50b 1.50b 1.50b 1.50b

a Deviations in angstroms. Deviation ) experiment - theory. b No
true minimum reached.

Table 7. Average Signed and Unsigned Deviations of
Calculated Vibrational Frequencies from Experimenta

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Average Unsigned Error
Slater 115 119 69 67
SVWNV 87 84 43 41
BLYP 99 92 37 34
B3LYP 105 103 83 79
c-SVWNV 84 82 40 39

Average Signed Error
Slater 99 111 58 61
SVWNV 18 28 -19 -15
BLYP 35 41 -8 -7
B3LYP -37 -27 -78 -76
c-SVWNV 40 47 0 3
scaling factor 0.75 0.75 0.75 0.75

a Deviations in cm-1. Deviation ) experiment - theory.
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Conformational Energies.The conformational energies
for ethane (staggered vs eclipsed), ammonia (pyramidal vs
planar), and ethylene (planar vs orthogonal) are given in
Table 9.

For the conformational energy of the ethane molecule the
SVWN functional yields the best results for all basis sets.
The c-SVWNV(0.3) functional and the Slater functional also
obtain results that are the same or better than those of the
BLYP and B3LYP functionals. The most accurate results
were obtained using the SVWNV, c-SVWNV(0.3), and
Slater functionals along with the 3-21G* basis set.

The BLYP and B3LYP functionals outperform the Slater,
SVWN, and c-SVWNV(0.3) functionals for the conforma-
tional energy of the ammonia molecule. For all functionals,
calculations made with the 3-21G* and 3-21+G* basis sets
yield results that are extremely low; this can be explained
by the fact that, with these small basis sets, the pyramidal
structure for this molecule is still very flat. The best results
were obtained using the 6-311G** basis set for all func-
tionals.

For the conformational energy of the ethylene molecule
the SVWNV functional yields results that are too high, while
the Slater functional yields results that are too low. The
c-SVWNV(0.3), BLYP, and B3LYP functionals obtain very
good results for this quantity. The addition of diffuse
functions to the basis set does not seem to have a major
impact on the overall quality of the calculated conformational
energy of this system.

Water Dimer Interaction Energies. Table 10 gives
the calculated interaction energies and interoxygen dis-
tances, R(O-O), for the water dimer. The interaction
energies obtained using the BLYP and B3LYP functionals
along with the larger 6-311G** and 6-311+G** basis
functions were much better than those obtained with any
other functional/basis set combination and were slightly too
high. The SVWNV, Slater, and c-SVWNV(0.3) functionals
all perform poorly compared to the BLYP and B3LYP
functionals in terms of both interaction energies and in-
teroxygen distances and always yield interaction energies
that are too low. This is not a surprising result because the
LSDA functionals lack the nonlocal terms necessary to
describe long-range interactions. Among the local-only
functionals the Slater functional yields the best results for
both interaction energies and interoxygen distances for all
basis sets.

It is interesting to note that when diffuse functions are
added into the basis sets the interoxygen distance always
decreases. This shortening of the interoxygen distance
corresponds to a lowering of the interaction energy for all
functional/basis set combinations except BLYP/6-311G**
and B3LYP/6-311G**.

Table 8. Average Signed and Unsigned Deviations from
Experiment for Various Atomic and Molecular Properties
with a c-SVWNV Scaling Factor of 0.30a

3-21G* 3-21+G* 6-311G** 6-311+G**

Average Unsigned Error
heat of formationb 19.0 11.9 21.4 19.6
heat of formation

(CHONS)b
13.3 9.1 17.8 17.5

ionization potentialb 26.2 17.5 23.7 19.6
electron affinityb 47.2 11.0 25.9 13.5
bond anglec 2.35 2.00 2.01 1.95
bond distanced 0.044 0.046 0.025 0.025
vibrational frequencye 98 98 56 51

Average Signed Error
heat of formationb 7.5 4.2 9.0 5.3
heat of formation

(CHONS)b
0.1 0.2 4.8 2.1

ionization potentialb 26.1 16.9 23.5 19.4
electron affinityb 47.2 9.9 25.8 13.4
bond anglec 0.54 -0.92 0.48 -0.28
bond distanced -0.044 -0.045 -0.023 -0.023
vibrational frequencye 75 82 34 38

a Deviation ) experiment - theory. b kcal/mol. c Degrees. d Ang-
stroms. e cm-1.

Table 9. Conformational Energiesa

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Ethane (Staggered vs Eclipsed)
Slater 2.9 2.7 2.7 2.7
SVWNV 2.9 2.8 2.8 2.8
c-SVWNV(0.3) 2.9 2.7 2.7 2.7
BLYP 2.7 2.5 2.6 2.6
B3LYP 2.7 2.6 2.7 2.7
exptb 2.9

Ammonia (Pyramidal vs Planar)
Slater 1.1 0 5.1 3.4
SVWNV 0.4 0 4.4 3.1
c-SVWNV(0.3) 0.8 0 4.9 3.3
BLYP 2.1 0.6 5.7 4.2
B3LYP 1.6 0.4 5.4 4
exptb 6

Ethylene (Orthogonal vs Planar)
Slater 64.2 62.6 62.4 61.6
SVWNV 73.4 71.9 71.5 70.8
c-SVWNV(0.3) 67 65.4 65.1 64.4
BLYP 67.9 66.8 66.2 65.6
B3LYP 66.0 65.3 64.5 64.1
exptb 65

a Conformation energies in kcal/mol. b Reference 41.

Table 10. Interaction Energiesa and Interoxygen
Distances for the Water Dimerb

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Interaction Energy
Slater -10.4 -11.6 -7.5 -7.9
SVWN -10.9 -12.0 -7.9 -8.3
c-SVWNV(0.3) -12.3 -13.2 -8.7 -9.1
BLYP -6.6 -7.3 -4.7 -4.6
B3LYP -7.3 -7.9 -5.1 -5.1
exptc -5.4

R(O-O)
Slater 2.782 2.717 2.873 2.806
SVWN 2.762 2.696 2.846 2.782
c-SVWNV(0.3) 2.714 2.654 2.804 2.725
BLYP 2.869 2.846 3.03 2.97
B3LYP 2.826 2.811 2.991 2.938
exptc 2.946

a Interaction energies in kcal/mol. b Interoxygen distances in ang-
stroms. c Reference 42.
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[1,5]-Sigmatropic Shift Barrier Heights. The experi-
mental and calculated barrier heights of the [1,5]-sigmatropic
shift for the 1,3-pentadiene molecule are given in Table 11.
All of the density functional methods underestimated the
barrier height for this reaction, and all results obtained with
the Slater, SVWNV, and c-SVWNV(0.3) methods were off
by more than 34%. The B3LYP functional yields the best
results with the B3LYP/6-311G** combination coming
within 2% of the experimental value.

Figure 2 shows the c-SVWNV/3-21G* barrier height as a
function of the scaling factor,c. The values for the barrier
height are linearly dependent on the scaling factor with the
Slater functional (c)0) giving the best results. Similar results
were obtained with the other three basis sets.

The addition of diffuse functions to the 3-21G* basis set
has a significant impact on the quality of the barrier height
calculations for all of the functionals and typically bring the
DFT results about 1 kcal/mol closer to the experimental
value. The effects of introducing diffuse functions to the
6-311G** basis set are negligible.

Conclusions
In summary, we have shown that, by scaling the VWNV
part of the SVWNV functional, the quality of LSDA results
can be improved significantly. The heats of formation
obtained with the c-SVWNV functional were improved by
factors of 5.4 (for the 6-311G** basis set) and 9.2 (for the
3-21+G* basis set) compared to the standard SVWNV
functional, yielding results comparable to those obtained with
BLYP and B3LYP. The electron affinity results obtained
using the c-SVWNV functional are generally quite a bit better

than those of the SVWNV functional and are better than
results obtained using BLYP and B3LYP for all of the basis
sets studied here. The ionization potential, vibrational
frequency, bond angle, and bond length results are affected
very little by the optimization of the scaling parameter and
are very similar to the results obtained using the SVWNV
functionals. The c-SVWNV (and SVWNV) values of the four
aforementioned properties are generally fairly competitive
with the BLYP and B3LYP results. The results obtained
using the universal scaling parameter of 0.3 are fairly good
for all of the properties mentioned above although the
electron affinity and ionization potential values are worse
than those obtained using the standard SVWNV functional.
Nonetheless, the use of the 0.3 scaling factor yields, in
general, a model chemistry that is superior to standard
SVWNV and is competitive with nonlocal methods such as
BLYP and B3LYP at a fraction of the cost.

The conformational energies obtained with the c-SVWNV-
(0.3) functional are comparable to those calculated using the
BLYP and B3LYP functionals. The small basis results for
the ammonia molecule are poor for all functionals. The water
dimer interoxygen distances and interaction energies calcu-
lated using the c-SVWNV(0.3) functional are poor as
expected. The only good results for these quantities are those
obtained using the BLYP and B3LYP functionals along with
the larger 6-311G** and 6-311+G** basis sets. The [1,5]
sigmatropic shift barrier heights are too low except when
calculated using the B3LYP functional. Despite these results,
for thermochemistry the c-SVWNV(0.3) functional, com-
bined with a 3-21G* basis set, is extremely competitive with
more modern functionals, for much lower computational
costs. Because of its relative accuracy and low computational
cost, the c-SVWNV(0.3) method would be an excellent
candidate for the “inexpensive” part of QM/QM37-40 calcula-
tions that use two or more levels of theory to describe a
system.
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Figure 2. Barrier height of the [1,5]-sigmatropic shift for the 1,3-pentadiene molecule as a function of the c-SVWNV scaling
factor (kcal/mol).

Table 11. Barrier Height of the [1,5]-Sigmatropic Shift for
the 1,3-Pentadiene Moleculea

functional 3-21G* 3-21+G* 6-311G** 6-311+G**

Slater 22.0 23.2 22.9 22.9
SVWNV 21.5 22.6 22.2 22.2
c-SVWNV(0.3) 21.8 23.0 22.7 22.7
BLYP 30.1 31.3 31.6 31.6
B3LYP 33.4 34.4 34.9 34.8
exptb 35.4

a Barrier heights in kcal/mol. b References 43 and 44.
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c-SVWNV, BLYP, and B3LYP functionals along with
3-21G* and 3-21+G* basis sets for each of the molecules
in the G3 test set. This material is available free of charge
via the Internet at http://pubs.acs.org.
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Abstract: To accelerate reactive events in molecular dynamics simulations we introduce a

general bias potential scheme which depends only on the electronic degrees of freedom of the

reactive system. This electronic reaction coordinate, which is expressed in terms of a penalty

function of the one-electron orbital energies, has been applied to study different reaction pathways

of s-cis-butadiene. Three different reactive channels have been identified: the cis/trans

isomerization, the s-cis/s-trans isomerization, and the symmetry allowed cyclization. For the

latter, despite the fact that the Woodward-Hoffmann rules are guided by the butadiene frontier

orbitals, biasing only these orbitals is not enough to drive the system toward cyclization, but a

low-lying valence shell orbital needs to be included.

Introduction
Chemical reactions often have activation barriers that are
too high to be observed within the typical picosecond time
scale of first-principles Molecular Dynamics (MD) simula-
tions. To investigate the dynamical and thermodynamical
properties of these rare events, different methods were
developed to overcome the activation barriers within the time
scale accessible by computer simulations.1-9 The most
popular and straightforward methodology consists of per-
forming constraint dynamics along an a priori defined partial
reaction coordinate that is expressed as a function of the ionic
positions.1,5 Whereas for some chemical reactions the defini-
tion of partial reaction coordinates can be a reasonable
assumption, for many others involving, for instance, ionic
collective motions or dynamic solvent effects, a proper
reaction coordinate cannot be easily expressed via a trivial
combination of ionic degrees of freedom. Recently, a more
general technique, the so-called metadynamics, has been
proposed to partially overcome this drawback.8,9 In this
method, a set of different reaction coordinates (that can be
either local or collective) are defined, and the free energy
landscape of the system is efficiently explored through a Car-

Parrinello-type dynamics of this set of variables. However,
due to the exponentially growing size of the phase space,
the exploration of multiple reaction pathways is usually
limited to a small number of local or collective variables.

Both methods cited above are based on the definition of
one or more reaction coordinates that are functions of the
atomic positions of the system (such as bonds, angles,
dihedrals, coordination numbers, etc.). As chemical reactions
imply rearrangements of the electronic structure, other
quantities, which explicitly depend on electronic instead of
ionic properties, might provide helpful information about the
reactivity of the system and therefore be useful descriptors
for the exploration of reaction pathways.

The idea that the electrons themselves could drive a
chemical reaction was developed by Fukui in its work on
the role of frontier orbitals in organic reactivity.10,11Fukui’s
investigations revealed the importance of frontier orbitals,
namely HOMO and LUMO, in regulating the single molecule
reactivity toward external oxidation or reduction. When the
analysis is extended to the HOMOs and LUMOs of two
reacting molecules, the overlaps between the frontier orbitals
of the two molecules becomes the principal indicator to
predict probable chemical reactions and stereoselective
pathways. In this scheme, the frontier molecular orbitals of
the noninteracting reactant species are first considered, and
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their interaction is taken into account as a perturbation.
Orbital selection rules obtained from these considerations
are equivalent to those based on orbital symmetries.12,13 A
quantitative analysis can be carried out with the help of the
Fukui functions, namely the derivative of the density with
respect to the total number of electronsf((r) ) (∂F(r)/∂N)(.
These functions are sensitive indicators of the most reactive
parts of a molecule, and they can designate the atoms which
are likely involved in nucleophilic (f +), electrophilic (f -),
and radical (f + - f -) attacks of an external reagent.14-16

Further investigation on reactivity in molecular fragment
representation has been carried out by Nalewajski using
principles based on information theory in order to investigate
the equilibrium and nonequilibrium electron distribution
between molecular subsystems.17

In a paper from the 1970s Nakatsuji made the distinction
between ionic movements that are followed by centroids of
the electronic clouds and movements where the latter precede
the ions.18 Inspired by this ‘electron preceding’ picture, we
consider the opportunity of forcing the electronic cloud
toward certain directions, consequently pushing the ions to
follow them, and therefore driving the system to perform a
reaction. At variance with the picture emerging from orbital
interaction consideration of the single reactants, in this case
the reactive electronic quantities refer to the full reactive
system (in our case the global one-electron molecular
orbitals), without any further partitioning into molecular
subsystems.

This type of global electronic variables can also be
included as additional collective reaction coordinates within
constraint dynamics1,5 or metadynamics8,9 schemes. The
inclusion of these global electronic descriptors has a 2-fold
advantage over standard nuclei-based reaction coordinates.
First of all, the introduction of a new type of partial reaction
coordinates can help in many cases where an appropriate
reaction coordinate is difficult to express in a purely
geometrical way. In particular, the approach presented here
is specially suitable for introducing collective coordinates,
since it is based on one-electron molecular orbitals that can
be fully delocalized throughout the reactive system. The
second and probably most important issue deals with the
possibility to select different reactive channels that could not
be easily distinguished by ionic degrees of freedom. Other
electronic descriptors, such as the electron density, chemical
potential, hardness, softness, and Fukui functions (see refs
16, 19, and 20) can in principle be incorporated in the same
way into an electronic constraint. Different reactive channels
can be therefore selected and explored by biasing different
combinations of these chemically sensitive quantities, without
the use of a priori nuclear reaction coordinates.

So far, electronic reaction coordinates have only been
applied in a few cases.21-23 Recently, VandeVondele and
Rothlisberger21 introduced a finite electronic temperature in
ab initio MD so that electrons in the HOMOs can be partially
excited into unoccupied orbitals, increasing the reactivity of
the system. Following a similar approach, Vuilleumier and
Sprik22 have applied an external potential that directly
controls the HOMO-LUMO energy gap to explore selected

reaction channels. The same idea has been used by Mosey
et al. within a MD context.23

All these approaches are limited to the exploration of
reaction paths that have a decreasing HOMO-LUMO gap
towards the transition state. Other reactive channels that do
not satisfy this prerequisite are therefore either explicitly or
implicitly excluded by these methods.21 The construction of
a more general electronic reaction coordinate would allow a
more extensive exploration of the reactivity of the system
and, at the same time, allow the selection among different
reaction pathways.

To drive the electronic reaction coordinates toward the
desired direction we used a bias potential scheme. The
general electronic bias potential form we introduce in the
present paper depends on the one-electron molecular orbital
energiesεi. As a test case we have chosen thes-cis-butadiene,
a system that is small enough to be fully studied in detail
but, at the same time, sufficiently complex to perform
different chemical reactions in a rather large energy range
(6-55 kcal/mol). Moreover, the reactive channels offered
by this system (conrotatory and disrotatory cyclization to
cyclobutene, cis-trans isomerization around single and
double bonds) can be easily rationalized in terms of orbital
correlation diagrams and Woodward-Hoffmann rules. An-
ticipating our results, we demonstrate that the introduction
of a small number of ‘critical’ molecular orbital energies in
the construction of the bias potentials is enough to drive the
system towards the different reactions within a picosecond
time scale.

Calculations
Methodology. We developed our electronic bias potential
scheme in the framework of density functional theory. The
additional bias potential depends exclusively on electronic
degrees of freedom and is applied during Born-Oppenhe-
imer molecular dynamics to drive the system toward different
reactive channels. The electronic bias energyEEB was chosen
to be a harmonic function of the one-electron Kohn-Sham
orbital energiesεi, which satisfy the Kohn-Sham equations
ĤKSψi ) εiψ. EEB can be written in the following general
form:

The harmonic constantR determines the global strength
of the constraint and was chosen as a compromise between
a large value, that keeps the system close to the desired target,
and a small value, that generates small bias force oscillations,
and is thus more easily integrated in molecular dynamics.
In test runs withR ) 15, 30, 60, 120, 200, 300, and 400
a.u. we monitored the fluctuations of the quantity∑iwiεi -
ET, which turned out to have oscillations of periods ranging
from 20 to 6 fs. We have finally chosen the tightest possible
value ofR which has an oscillation period not smaller than
10 fs, typical of fast molecular vibrational modes such as
C-H stretching (R ) 200 a.u.). The indexi runs over all
the one-electron Kohn-Sham molecular orbitals that are
considered in the bias potential, which can be either occupied

EEB ) (12)R(∑
i

wiεi - ET)
2
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or unoccupied states. The weightswi are the coefficients of
the linear combination of the involved orbital energiesεi,
and ET is the target energy which can depend on time. It
can be either increased or decreased, starting from its initial
value, which is set equal to∑iwiεi in the reactants state. These
changes can be done in a discrete number of steps, using
the umbrella sampling technique (as used for instance in refs
22 and 25) or in a continuous way by changing smoothly
ET(t) ) ET(0) + t∆E as a function of the simulation timet
up to a final valueET

/.
The choice of the involved molecular orbitals as well as

the weightswi is quite arbitrary for a general reaction.
Anyway, in many cases, molecular orbital correlation
diagrams and chemical intuition can help to guess reasonable
electronic reaction coordinates (i.e.wi sets) for a specific
reaction. In the case of butadiene, which is the subject of
the present paper, we will actually show that it is enough to
consider only a restricted group of molecular orbitals to
provide a good description of the electronic reaction coor-
dinate for many different reactive channels.

The forces on the nucleifRI due to the electronic bias
potentialEEB are given by

The last term of the above expression, namely the
derivative of the Kohn-Sham energyεi with respect to the
ionic coordinatesRI, is calculated in a perturbative approach26

within the linear response theory using the same scheme as
Villeumier and Sprik.22 In the special case wherei is a
frontier orbital (i)F), -∂εF/∂RI coincides with the nuclear
Fukui FunctionφI ) (∂FI/∂N)V

(, namely the response of the
force FI on the nucleusI due to oxidation (-) or reduction
(+), as shown in ref 22.

Because of the explicit dependence of the electronic bias
on selected Kohn-Sham energiesεi, it turns out to be critical
for a proper description to correctly recognize the identity
of the orbitals along the entire trajectory. Although the
density of states of butadiene in vacuo is not high (only 11
occupied valence states), thermal fluctuations as well as the
electronic bias cause the orbital energies to cross during the
dynamics. To properly recognize these level crossings and
identify the orbitals involved in the bias potential, we adopt
the following strategy. The Kohn-Sham orbitals at time step
t+1 are compared with the orbitals at timet by calculating
the overlap matrixOij ) 〈ψi(t)|ψj(t + 1)〉. If no level crossing
between orbitals occurred during the time step, the matrix
Oij is close to identity. On the contrary, if the orbital order
is changed during the time step, the exchanged orbitals are
immediately identified by nonzero off-diagonal elements of
Oij, and the correct identity of the orbitals can be restored.

Computational Details.The orbital biased Born-Oppen-
heimer molecular dynamics has been implemented in a mod-
ified version of the program CPMD v 3.8 (www.cpmd.org).27

For the test case studies on butadiene, we used the local
density approximation for the exchange and correlation
functional. This choice was dictated by the encounter of
numerical instabilities in the linear response calculations

when GGA functionals are used (see ref 28 for further
details). The Kohn-Sham orbitals were expanded in plane
waves up to an energy cutoff of 70 Ry, and the interactions
with the core electrons were described using Troullier-
Martins type pseudopotentials.29 The temperature was main-
tained around 300 K by applying a Nose-Hoover thermo-
stat.30;31The computation of the Orbital Biased MD is twice
more expensive over conventional ab initio MD, due to the
additional energy minimization introduced by the linear
response part.

The general form of the bias potential provides a large
flexibility to select different reactive channels. Few options
are tested here for scanning the reactivity ofs-cis-butadiene.
All dynamics started from the geometry optimized structure.
The following three variants of bias potentials (BP1-3) were
tested:

(BP1).The energies of the HOMO and HOMO-1 orbitals
are forced to be exchanged. The corresponding electronic
bias isEEB ) (1/2)R(εHOMO - εHOMO-1 - ET). ET ranges from
the valueET(t ) 0) ) (εHOMO - εHOMO-1) to ET

/ ) -(εHOMO

- εHOMO-1) calculated on the optimizeds-cis-butadiene
structure.

(BP2). The energies of the Lowest Valence Molecular
Orbital+ 1 (LVMO+1) is forced to reach the corresponding
value of cyclobutene. The electronic bias potential isEEB )
(1/2)R(εLVMO+1 - ET). ET ranges from the value ofεLVMO+1

of s-cis-butadiene to the corresponding value of cyclobutene.
(BP3). The energies of the HOMO and the LUMO are

forced to exchange. The potentialEEB ) (1/2)R(εLUMO -
εHOMO - ET) is applied, whereET ranges from (εLUMO -
εHOMO) to -(εLUMO - εHOMO).

Free energies were calculated for the bias potential BP3
using the umbrella sampling technique.24 We used 16
windows equally spaced betweenET ) -3.82 eV andET )
0 eV with R ) 60 to allow enough overlap between two
adjacent windows during the dynamics. To better sample the
region close to the transition state, 4 additional windows with
R ) 120 were added close toET ) 0 eV. For each window
1 ps of MD run was performed, 0.7 ps of which were used
for data production.

Results
The bias potentials described above are applied to the study
of reactive channels of butadiene with different energy
barriers EB: s-cis/s-trans isomerization around the C-C
single bond (EB ∼ 6 kcal/mol), symmetry allowed cyclization
pathway (EB ∼ 40 kcal/mol),32 and cis/trans double-bond
isomerization (EB ∼ 55 kcal/mol).

To better understand the following results, it is useful to
be reminded that the Woodward-Hoffmann rules for buta-
diene predict that the conversion to cyclobutene follows a
conrotatory instead of a disrotatory pathway. Whereas in the
case of the symmetry allowed conrotatory pathway correla-
tion occurs between theπ-type HOMO of butadiene and the
σ-type HOMO-1 of cyclobutene, in the disrotatory (symmetry
forbidden) pathway theπ-type HOMO of butadiene cor-
relates with the antibondingπ* LUMO of cyclobutene. The
latter pathway, which involves an orbital crossing and the
closure of the HOMO-LUMO gap, has therefore a higher

fRI ) -
∂EEB

∂RI

) -R∑
i

(∑
j

wjεj - ET)wi

∂εi

∂RI
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activation barrier and is disfavored by thermal activation. A
quantitative correlation diagram between butadiene and
cyclobutene during conrotatory cyclization is shown in Figure
1.

Reaction 1. Because of the correlation between the two
highest occupied orbitals evidenced in Figure 1, it seems, at
first glance, reasonable to assume that a bias potential BP1,
built from the HOMO and HOMO-1 orbital energies, might
be able to drive the reactive butadiene toward conrotatory
cyclization. Figure 2 reports the results from a biased
dynamics that exchangesεHOMO with εHOMO-1. Surprisingly,
although the orbital energy exchange has been achieved, the
applied bias potential does not lead to conrotatory cyclization,
as testified by the C1-C4 distance in Figure 2. Indeed, during
the dynamics the C1-C2-C3-C4 dihedral angle shifts to
about 180 degrees (Figure 2) by rotating around the single
bond, leading totrans-butadiene via a s-cis/s-trans isomer-
ization. This reaction channel indeed does require the
exchange ofεHOMO and εHOMO-1, but it has a much lower
activation barrier than cyclization (∼6 vs∼40 kcal/mol). The
dynamics therefore correctly selected the energy channel with
the lowest barrier that is compatible with the applied bias
potential.

Reaction 2. As shown in the previous paragraph, the
exchange between the two highest occupied molecular
orbitals is not a sufficient condition to impose conrotatory
cyclization. Other low lying MOs seems to be involved in
driving this reaction. According to the correlation diagram

of Figure 1, the Lowest Valence Molecular Orbital+ 1
(LVMO+1) is another orbital that is sensitive to this reactive
channel. The shape of this orbital (Figure 1B) explains the
reason why the one-particle energy eigenvalue of this low
energy orbital is undergoing such a large change during the
reaction. The LVMO+1 is indeed a delocalized orbital ofσ
character, corresponding to the C1-C2 and C3-C4 bond
formation, that is therefore sensitive to both of these bond
distances (that undergo elongation during cyclization) and
to the newly formed C1-C4 bond. Bias potential forces of
BP2 in a representative snapshot of the dynamics show how
the effect of the applied potential tends to open the two
double bonds (Figure 3B). The applied bias potential

Figure 1. (A) Quantitative orbital correlation diagram for the
symmetry allowed conrotatory cyclization pathway of cis-
butadiene. (B) The Kohn-Sham orbitals of cis-butadiene
involved in the bias potentials.

Figure 2. cis-Butadiene is driven toward s-trans-butadiene
by applying a bias potential that exchanges the HOMO and
HOMO-1 Kohn-Sham molecular orbital energies. (A) Kohn-
Sham eigenvalues (upper panel), relevant distances (middle
panel), and dihedral angles (lower panel) are plotted as a
function of the simulated time. The vertical dashed line
indicates the time when the final value for the target energy
ET

/ is achieved. (B) Forces due to the applied bias potential
(red arrows) in a representative snapshot from the dynamics
evidences both the elongation of the rotating single bond and
the torsional component of the gradient.
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correctly raisesεLVMO+1 and leads to the shortening of the
distance of the forming C1-C4 bond, as shown in Figure
3A. Upon achievement of the target energyET, a few steps
of room-temperature dynamics were enough to complete the
reaction.

Reaction 3.In the symmetry forbidden cyclization path-
way a HOMO-LUMO inversion occurs. Molecular dynam-
ics of butadiene biased on the potential BP3 that exchanges
εLUMO with εHOMO is reported in Figure 4. Whereas the
energies of the frontier orbitals are correctly exchanged, the
εLVMO+1 is not significantly perturbed during this dynamics,
in particular it does not rise in energy as expected in the

case of cyclization. The C1-C4 distance is not affected by
the electronic bias, but the C2-C3-H2-H1 dihedral angle
increases to about 180 degrees indicating that the induced
reaction is a complete rotation of the-CH2 group around a
butadiene double bond. The 90 degree dihedral conformation
roughly coincides with the complete closure of the HOMO-
LUMO gap.

In addition to the orbital biased dynamics we calculated
the free energy profile for the-CH2 rotation using the
HOMO-LUMO gap as reaction coordinate. The umbrella
sampling results are displayed in Figure 5. The calculated
barrier at 0 gap is 68 kcal/mol,∼15 kcal/mol higher than
what was previously proposed.33 This is due to the use of

Figure 3. cis-Butadiene is driven toward conrotatory cycliza-
tion by applying a bias potential that raises the energy of the
LVMO+1 Kohn-Sham molecular orbital. (A) Kohn-Sham
eigenvalues (upper panel), relevant distances (middle panel),
and dihedral angles (lower panel) are plotted as a function of
the simulated time. The vertical dashed line indicates the time
when the final value for the target energy ET

/ is achieved. (B)
Forces due to the bias potential (red arrows) in a representa-
tive snapshot from the dynamics shows how the applied
potential weakens the C1-C2 and C3-C4 double bonds while
shortening the C2-C3 single bond.

Figure 4. cis-Butadiene is driven toward CH2 rotation around
a double bond by applying a bias potential that exchanges
the HOMO and LUMO Kohn-Sham molecular orbital ener-
gies. (A) Kohn-Sham eigenvalues (upper panel), relevant
distances (middle panel), and dihedral angles (lower panel)
are plotted as a function of the simulated time. The vertical
dashed line indicates the time when the final value for the
target energy ET

/ is achieved. (B) Forces due to the bias
potential (red arrows) in a representative snapshot from the
dynamics. The torsional component of the force is evident on
the hydrogens of the rotating -CH2 group.
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the LDA approximation which is not appropriate to describe
the biradicaloı¨d transition state of the isomerization. As
shown by Vuilleumier and Sprik for the ethylene isomer-
ization, the use of local spin density approximation lowers
the reaction barrier by as much as 15-20 kcal/mol.

Discussion
The results obtained from the application of the electronic
bias potential BP1 show that the system can choose the
lowest energy pathway compatible with the imposed elec-
tronic constraints. In butadiene, both conrotatory cyclization
and s-cis/s-trans isomerization reactions have the common
feature of exchanging the two highest occupied orbitals, but
the latter occurs spontaneously in our biased dynamics
because of the lower activation barrier (∼6 vs ∼40 kcal/
mol). To distinguish the two pathways we needed to
introduce a low-lying valence molecular orbital in the bias
potential BP2 (LVMO+1), which hasσ character and is
therefore more sensitive to the newly formed C1-C4 σ bond.
The symmetry allowed cyclization occurred preserving the
C2 symmetry throughout the path, in agreement with previous
calculations.32,34,35

The HOMO-LUMO inversion experienced by bias po-
tential BP3 drives the system toward double bond rotation
and not toward the symmetry forbidden cyclization as
suggested by orbital correlation diagrams. At zero HOMO-
LUMO gap we found butadiene to assume an asymmetric
conformation with one-CH2 group perpendicular to the
carbon plane, as identified previously by Vuilleumier and
Sprik.22

It is interesting to remark that this structure is a transition
state of the double bond isomerization and not of the
disrotatory cyclization, which is also asymmetric but involves
a different geometry.33,36,37

We have also shown, using umbrella sampling in the BP3
case, that thermodynamical quantities, such as the free energy
profile, can be computed within the Orbital Bias Molecular
Dynamics scheme, using purely electronic reaction coordi-
nates. Extension of the method to local spin density ap-
proximation is currently under development to better describe
biradicaloı¨d transition states and open shell systems.

The introduction of general electronic reaction coordinates,
allows for following different reaction pathways starting from
the same reactant, depending on the choice of the bias
potential used. Additional improvements can arise using,
together with molecular orbitals, other chemical descriptors
such as electronegativity, chemical hardness and softness,
and population analysis to probe trends in chemical reactivity
of large molecular systems.

Conclusions
A bias potential which is an explicit function of the Kohn-
Sham molecular orbital energies has been implemented to
scan the electronic channels of reactive molecules. The first
application to the test case system ofs-cis-butadiene was
able to identify three different independent reactive channels
as well as to drive the reactant molecule to the product states.

The proposed methodology was able to extend the
electronic control of reactivity to systems where the HOMO-
LUMO gap does not significantly change along the reaction,
and thus represents a considerable generalization of the
electronic bias methods that have been proposed so far.21,22

The use of such ‘electronic reaction coordinates’ seems a
promising technique to broaden the computational tools for
studying reactivity. First of all, the new electronic coordi-
nates, which are of collective nature, can be a useful
complement to the ones based on nuclear geometry. More-
over, they offer the opportunity to directly select the
electronic channels through descriptors that have a chemical
connotation, such as frontier orbitals, HOMO-LUMO gap,
chemical potential, and hardness. The resulting dynamics has
the ability, as reported here, of selectively accessing high
barrier reactions without exploring those with a low energy
barrier. Free energy barriers along the desired electronic
reaction coordinates can also be calculated.

Further technical improvements are still necessary to
provide the Orbital Biased MD with the generalization
necessary to study complex (bio)chemical reactions in
condensed phase and in mixed QM/MM calculations. For
example, the use of more complex chemical descriptors, such
as hardness and softness, and the combination with the
metadynamics technique developed by Parrinello and co-
workers8,9 can be of valuable help in exploring the phase
space in electronic coordinates.
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Abstract: Molecules consisting entirely or predominantly of nitrogen are the subject of much

research for their potential as high energy density materials (HEDM). The problem with many

such HEDM candidates is their instability with respect to dissociation. For example, a low-energy

dissociation path has been shown for a cylindrical cage isomer of N12. The instability is at least

partially due to the ease of ring opening at triangles on either end of the molecule. In the current

study, nitrogen cage molecules are examined to determine the stabilizing effect of substituting

the triangle nitrogens with an element that more naturally forms triangles, namely phosphorus,

which is valence isoelectronic with nitrogen. The cylindrical N12, and a larger analogue N18,

form the structural basis for cage molecules of N6P6 and N12P6. Theoretical calculations using

Hartree-Fock theory and perturbation theory (MP2 and MP4), along with the correlation-

consistent basis sets of Dunning, have been carried out to determine dissociation energies along

various pathways. The energies are discussed in terms of low-energy dissociation and the ability

of the molecules to resist dissociation.

Introduction
Nitrogen molecules have been the subject of many recent
studies because of their potential as high energy density
materials (HEDM). An all-nitrogen molecule Nx can undergo
the reaction Nx f (x/2)N2, a reaction that can be exothermic
by 50 kcal/mol or more per nitrogen atom.1,2 To be a practical
energy source, however, a molecule Nx would have to resist
dissociation well enough to be a stable fuel. Theoretical
studies3-7 have shown that numerous Nx molecules are not
sufficiently stable to be practical HEDM, including cyclic
and acyclic isomers with 8-12 atoms. Cage isomers of N8

and N12 have also been shown7-10 by theoretical calculations
to be unstable. Experimental progress in the synthesis of
nitrogen molecules has been very encouraging, with the N5

+

and N5
- ions having been recently produced11,12 in the

laboratory. More recently, a network polymer of nitrogen
has been produced13 under very high-pressure conditions.
Experimental successes have sparked theoretical studies14,15

on other potential all-nitrogen molecules. More recent

developments include the experimental synthesis of high
energy molecules consisting predominantly of nitrogen,
including azides16,17 of various heteroatoms and polyazido
isomers18 of compounds such as 1,3,5-triazine. Future
developments in experiment and theory will further broaden
the horizons of high energy nitrogen research.

The stability properties of Nx molecules have also been
extensively studied in a computational survey19 of various
structural forms with up to 20 atoms. Cyclic, acyclic, and
cage isomers have been examined to determine the bonding
properties and energetics over a wide range of molecules. A
more recent computational study20 of cage isomers of N12

examined the specific structural features that lead to the most
stable molecules among the three-coordinate nitrogen cages.
Those results showed that molecules with the most pentagons
in the nitrogen network tend to be the most stable, with a
secondary stabilizing effect due to triangles in the cage
structure. A recent study21 of larger nitrogen molecules N24,
N30, and N36 showed significant deviations from the pentagon-
favoring trend. Each of these molecule sizes has fullerene-
like cages consisting solely of pentagons and hexagons, but
a large stability advantage was found for molecules with
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fewer pentagons, more triangles, and an overall structure
more cylindrical than spheroidal. Studies22,23of intermediate-
sized molecules N14, N16, and N18 also showed that the cage
isomer with the most pentagons was not the most stable cage,
even when compared to isomer(s) containing triangles (which
have 60° angles that should have significant angle strain).
For each of these molecule sizes, spheroidally shaped
molecules proved to be less stable than elongated, cylindrical
ones.

However, in terms of absolute stability with respect to
dissociation processes, even the most stable N12 (see Figure
1) has been shown7 to have a low-energy path to dissociation.
The low-energy dissociation involves the opening of the
triangles on each end of the molecule. Nitrogen-nitrogen
single bonds become double bonds, which are energetically
very favorable compared to single bonds, and become triple
bonds (yielding isolated N2 molecules, the ultimate product
of the dissociation processes). In the current study, nitrogen
atoms in the triangles are substituted by phosphorus, an
element that more naturally forms stable triangles24 and is
valence isoelectronic with nitrogen. This substitution is made
on the most stable N12 and an analogous N18 cage (shown in
Figure 2). The resulting molecules have molecular formulas
of N6P6 and N12P6 and are illustrated in Figures 3 and 4,
respectively. The issue to be examined in this study is
whether the nitrogen-phosphorus molecules are stable
enough to be good candidates for HEDM.

Computational Methods
Geometry optimizations are carried out using Hartree-Fock
(HF) theory and perturbation theory25 (MP2). Single energy
points are calculated with fourth-order perturbation theory25

(MP4(SDQ)). Single energy points for N6P6 have also been
calculated with coupled-cluster theory26 (CCSD(T)). Vibra-
tional frequencies and zero-point energies (ZPE) have been
calculated for N6P6 with MP2 theory. Geometries and

energies of the intact molecules are calculated in the singlet
state, while dissociation intermediates, which have one
broken bond, are calculated in the triplet state. The basis
sets are the polarized valence double-ú (cc-pVDZ) and
augmented polarized valence double-ú (aug-cc-pVDZ) sets
of Dunning.27 The Gaussian 03 computational chemistry
software package28 is used for all calculations in this work.

Results and Discussion
The N6P6 molecule hasD3d point group symmetry and has
only three symmetry-independent bonds, marked in Figure

Figure 1. Cage isomer of N12 (designated 2060, ref 20). This
is the most stable cage isomer of N12.

Figure 2. Cage isomer of N18 (designated 2063A, ref 22).
This is the most stable cage isomer of N18.

Figure 3. N6P6 molecule, with nitrogen atoms in white and
phosphorus atoms in black. The molecule has D3d point group
symmetry, and symmetry-independent bonds have been
labeled.
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3 as PP, PN, and NN, denoting the phosphorus-phosphorus,
phosphorus-nitrogen, and nitrogen-nitrogen bonds, respec-
tively. Breaking any of these bonds results in a dissociation
intermediate whose ground electronic state is a triplet.
HOMO-LUMO gaps of the intact molecules and all
dissociation intermediates are sufficiently large that there are
no other low-lying states, and therefore the use of single-
reference methods in this study is justified. The calculated
energies of dissociation for each of the three bonds are shown
in Table 1; each dissociation energy is the energy difference
between the intact molecule and the corresponding dissocia-
tion intermediate. The Hartree-Fock numbers are consis-
tently low, with a strong upward correction from MP2 and
a moderate lowering effect from MP4. Coupled-cluster theory
(CCSD(T)) bond dissociation energies for N6P6 are within a
few kcal/mol of the MP4 results. Vibrational frequencies with
MP2 theory confirm that the N6P6 and all of its dissociation
intermediates are local minima, and the zero-point corrections
to the MP2/cc-pVDZ energies are about 1 kcal/mol. Basis

set effects are minimal and tend toward a very slight increase
in dissociation energy as the basis set increases.

The data suggest that the weakest bond in the molecule is
the NN bond; this bond has the lowest dissociation energy
at all levels of theory. However, even this bond has a
dissociation energy over 30 kcal/mol, which implies that this
molecule is stable and could be a viable HEDM. Breaking
a bond anywhere in the molecule requires the input of a
substantial amount of energy, but what about a concerted
dissociation process whereby two or more bonds break
simultaneously? Such a process is most likely to proceed at
low energy if it leads to the creation of an NdN double bond,
because an NdN double bond is an energetically favorable
step toward the creation of free N2. The N6P6 has only one
pathway whereby the breaking of two bonds leads to an Nd
N double bond. If two PN bonds are broken such that the
two nitrogen atoms are bonded to each other, the two
nitrogen atoms will form a double bond. The intermediate
with the double bond has a triplet ground state, and its
energies are shown in Table 2. The energies are lower than
for breaking one PN bond, which is due to the stabilizing
effect of the NdN double bond, but the energies are still
above 40 kcal/mol. The two-bond-breaking pathway is also
a high energy dissociation route for the molecule.

N6P6 is a stable molecule, but the loss of half of the
nitrogen atoms (relative to N12) would result in a drastic loss
of energy production from the molecule. The reaction N6P6

f 3N2 + (3/2)P4 would be a great deal less exothermic than
N12 f 6N2. This loss of energy release power is quantified
in Table 3. In designing a practical HEDM, maximizing the
nitrogen content is a desirable goal. For that reason,
calculations are carried out on the N12P6 molecule shown in
Figure 4. Its structure is based on the N18 shown in Figure
2, with phosphorus substitution similar to the N6P6. This
molecule hasD3h point group symmetry and four symmetry-
independent bonds, which are labeled in Figure 4. Two of
the bonds are nitrogen-nitrogen and are labeled NN1 and
NN2. Dissociation energies for each of the four bonds are
shown in Table 4.

The N12P6 molecule is less stable than its N6P6 counterpart,
due to lesser stability in the NN1 bond. The NN1 bond is
the “weakest link” in the N12P6, with a dissociation energy
of 25.1 kcal/mol at the MP4/cc-pVDZ level of theory,

Figure 4. N12P6 molecule, with nitrogen atoms in white and
phosphorus atoms in black. The molecule has D3h point group
symmetry, and symmetry-independent bonds have been
labeled.

Table 1. Dissociation Energies for Each of the
Symmetry-Independent Bonds in the N6P6 Moleculea

symmetry-independent bonds
(Figure 3)

method/basis set PP PN NN

HF/cc-pVDZ +26.6 +42.9 +9.5
MP2/cc-pVDZ +53.9 +68.6 +45.3
MP2 (+ ZPE)/cc-pVDZ +53.3 +67.5 +44.5
HF/aug-cc-pVDZ +26.4 +42.6 +10.2
MP2/aug-cc-pVDZ +54.4 +70.8 +47.2
MP4/cc-pVDZ // MP2/cc-pVDZ +46.7 +61.1 +34.6
CCSD(T)/cc-pVDZ // MP2/cc-pVDZ +47.4 +56.2 +32.1

a Energies in kcal/mol. Zero-point energies (ZPE) have been
calculated at the MP2/cc-pVDZ level of theory.

Table 2. Energies (Relative to the N6P6 Molecule) of an
Intermediate with Two PN Bonds Broken To Produce an
NdN Double Bonda

HF MP2 MP4//MP2

energy of breaking two PN bonds +38.3 +61.5 +44.7
a Energies in kcal/mol calculated with cc-pVDZ basis set.

Table 3. Energy Releases for N12 and N18 and the
Phosphorus-Substituted Analoguesa

molecule reaction kJ/mol kJ/g

N12 N12 f 6N2 2225 13.2
N18 N18 f 9N2 3449 13.7
N6P6 N6P6 f 3N2 + (3/2)P4 907 3.4
N12P6 N12P6 f 6N2 + (3/2)P4 2069 5.8

a Calculated at MP2/cc-pVDZ level of theory.
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compared with the 34.6 kcal/mol dissociation energy of the
NN bond of N6P6. This is an effect that has been previously
shown29 for hexagonal nitrogen tubes, namely a weakening
in N-N bonds with increasing length of a nitrogen tube.
Further lengthening of the tube to create N18P6, N24P6, etc.,
by incorporating additional hexagonal “layers” of nitrogen
is similarly unlikely to result in strengthening of the
molecule. Rather the opposite, not only in the weakening of
individual nitrogen-nitrogen bonds but also in the prolifera-
tion of multiple-bond-breaking pathways that could expose
an NdN double-bonded pair. Even one such low-energy
pathway would render the molecule unstable with respect
to dissociation. The N12P6 may be more stable than its N18

analogue, but the viability of N12P6 as a stable HEDM is
questionable.

Conclusion
Nitrogen cages previously shown to be unstable with respect
to dissociation can be stabilized with the substitution of
appropriate atoms such as phosphorus. Such substitutions
can lead to small molecules that are feasible as high energy
density materials. It seems, however, that two limitations
exist in the utility of phosphorus as a heteroatom: (1)
phosphorus substitution on the triangular end-caps does not
solve the problem of weakness in the interior of a lengthening
nitrogen tube, and (2) the high mass and low energy release
properties of phosphorus dilute the energy release properties
of the HEDM. While tradeoffs between stability and energy
release may be inevitable in HEDM design, other hetero-
atoms may provide stability with less loss of power. If, in
fact, the goal of a 100% nitrogen HEDM is unattainable,
then further heteroatom studies will be required to find the
optimum balance between stability and energy production.
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Abstract: We report the study of small lithium clusters Lin0/+1/-1 (n ) 5-7), performed via the

novel Gradient Embedded Genetic Algorithm (GEGA) technique and molecular orbital analysis.

GEGA was developed for searching of the lowest-energy structures of clusters. Results of our

search, obtained using this program, have been compared with the previous ab initio calculations,

and the efficiency of the developed GEGA method has thus been confirmed. The molecular

orbital analysis of the found Lin0/+1/-1 (n ) 5-7) clusters showed the presence of multiple (σ
and π) aromatic character in their chemical bonding, which governs their preferable shapes

and special stability.

I. Introduction
The Genetic Algorithm (GA) is an optimization strategy
based on the Darwinian evolution process.1 Genetic Algo-
rithms, simple methods which do not include the calculation
of derivatives, were successfully used in many areas of
science and technology when global optima for complex,
many-parameter functions are needed to be found.2,3 The
search for global minima of chemical systems belongs to
this class of problems and has been approached via GA
techniques.4-28 We developed a novel ab initio Gradient
Embedded Genetic Algorithm program (GEGA), which
combines the efficient features of the ab initio accuracy of
obtained relative energies and geometries with a fast
convergence rate. This was achieved by the application of
the gradient-following technique and implementation of a
specific mutation process. The algorithm was illustrated by
its application to the search for global minima of small
cationic, anionic and uncharged clusters of lithium Lin (n )
5-7). The energies and geometries of the found lowest-
energy structures were further refined using more accurate
ab initio methods. Finally, analysis of the chemical bonding
in the found global minimum species was performed.

The lithium clusters considered in this work have been
previously studied experimentally29,30and, primarily, theoret-
ically.29-56 The first ionization potentials of the neutral cluster
have been evaluated in photoelectron spectroscopic experi-
ments.29,30 Most of the authors agree on the structure of the
global minima of such small clusters. Thus, the chosen
clusters can serve as good testing systems for the developed
GEGA program.

After the global minimum structures are found, the
chemical bonding within them is analyzed, and the origin
of their specific shapes is elucidated. Specifically, we
introduce the concepts of aromaticity and antiaromaticity to
the description of the chemical bonding in the considered
alkali metal clusters. The concept of aromaticity was
originally proposed for certain organic compounds possessing
high symmetry and planar shape and containing (4n+2)
electrons in theirπ-molecular orbital system (Huckel’s rule).
Recently, the concept was advanced into organometallic57-61

and all-metal systems.62-71 Robinson’s aromatic metal
clusters57-61 are only π-aromatic, while the all-metal
clusters62-71 are bothπ- and σ-aromatic. These examples
have already shown the usefulness of the aromaticity concept
in metal clusters, and we believe that the advances of the
aromaticity concept further into metal and nonmetal clusters* Corresponding author e-mail: boldyrev@cc.usu.edu.
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will help us better understand chemical bonding, structure,
and stability in these species as well as serve as a better
interpretation of spectroscopic data. In our recent work, we
presented our interpretation of the chemical bonding in small
clusters of lithium and magnesium on the basis of the concept
of pureσ-aromaticity.72 In the current study, we extend the
concepts of aromaticity and antiaromaticity of bothσ- and
π-types to larger lithium clusters, explaining their shape and
stability.

II. Theoretical Methods
1. Genetic Algorithm Method. The GA-based search for
the global minimum is performed in the 3N configurational
space with the energy value as a criterion of the fit. Initially,
for all individuals (structures) in the population (group of
structures), the size of which is user-defined, the random
generation of 3N Cartesian coordinates in the range [Rmin;
Rmax] is performed. TheRmax is calculated on the basis of
the average interatomic distance in the cluster, defined by
the user, and is adjusted to the dimensionality of the
generated cluster. The minimum interatomic distanceRmin

is the smallest allowed interatomic distance, introduction of
which prevents the program from generating unphysical
solutions. The user can also specify the expected topology
of the system (‘compact’, ‘medium’, or ‘open’) in order to
adjust the [Rmin; Rmax] interval accordingly: theRmax evalu-
ated by the program will be the smallest for ‘compact’
topologies, larger for ‘medium’, and the largest for ‘open’
topologies. This rough adjustment at the beginning of the
execution allows faster convergence of the algorithm.
However, it can only be done if there is some preliminary
information available about preferable geometries of the
studied type of systems. By default, the topology of the
cluster is assumed to be ‘open’. For homoatomic systems,
such as lithium clusters, the initial generation of the
population is performed in two steps. At first, a group of
planar individuals, with one linear species included pur-
posely, is randomly created. In the second step, three-
dimensional individuals are generated. The two-step gen-
eration of the population is introduced, because the chance
of planar and especially linear species to be randomly
generated in the 3N space is very low compared to 3-D
species. Our experience showed that such generation pro-
cedure guarantees a saturation of the population with planar,
linear, and 3-D individuals and accelerates the overall
convergence of the algorithm. Employing the Gaussian 03
package,73 single-point energies are computed for all the
species at the chosen level of theory (the user can define
the method and the basis set). We used the (U)B3LYP74-76

level with a small valence-split basis set 3-21G. Our
experience showed that even using this level of theory,
GEGA can predict the global minimum and the collection
of the lowest-energy isomers quite accurately. Although the
assignment of the global minimum structure may not always
be accurate at this low level of theory in GEGA, we believe
that the true global minimum will be among these low-energy
isomers and may be identified later on by more sophisticated
calculations following the GEGA search. The described
meticulous initial selection of individuals is somewhat

reminiscent of the Monte Carlo simulation.77 The size of the
population is recommended to be no less than 40 individuals
for clusters containing up to seven atoms, in agreement with
the previously suggested population size for this type of
problem when the gradient-following technique is employed.5

As we found, larger population size is computationally
demanding while not necessary for the systems of such size.
The population size should be increased for larger systems.
At the moment we do not have detailed information about
the performance of the GEGA depending on the population
size. The criterion maintained in the code suggests the
population size to be equal to or greater than 5N, whereN
is the number of atoms in the cluster. If the requested
population size is smaller, then the warning message is
printed out in the output file.

All the structures of the thus constructed initial population
are then optimized to the nearest stationary points on the
potential energy surface. If a saddle point is encountered,
then the normal mode of the first imaginary frequency is
followed until a local minimum is found. Further, the
population, composed of the thus selected good individuals,
undergoes breeding and mutations. The mating implemented
in GEGA is performed on the basis of the robust technique
originally proposed in 1995 by Deaven and Ho,13 in which
some of the geometrical features of good individuals in the
population (parents) are combined and passed to new
individuals (children). Parents are local minimum structures
obtained either during the initial or subsequent iterations.
Children are new structures made out of two parent
structures. Probabilities to be bred (to produce child struc-
tures) are assigned to parents according to the best-fit (lowest-
energy) criterion. Based on the probabilities, couples of
parents are randomly selected. Figure 1A shows a typical
breeding procedure on the example of selected structures of
the Li5- cluster. The geometries of parents are cut by a
random cutting plane (XY, YZ, or ZY), and the obtained
halves (genes) are then recombined either in a simple or in
a head-to-tail manner, forming a child. Figure 1A illustrates
the case when the XY plane is chosen, and the recombination
of the halves occurs in the simple manner, i.e., the part of
geometry of the parent 1 taken from above the cutting plane
is recombined with the part of geometry of the parent 2 taken
from below the plane. The number of atoms in the newly
generated geometry is checked, and the child is optimized
to the nearest local minimum. If the number of atoms in the
child is incorrect, the cutting plane is shifted so that the
correct number of atoms results. After the number of
individuals in the population is doubled within the breeding
process, the best-fit group is selected and convergence of
the algorithm is checked. The GEGA is considered converged
if the current lowest-energy species (global minimum or, at
least, a very stable local minimum) remains leading for 20
iterations. If the convergence is not yet met, the highest-
energy species in the population undergo mutations. The
mutation rate is set to 33.33%. Mutations are shifts of random
atoms of a species in random directions, with the purpose
of changing the initial geometry so as to push the structure
out of the current local minimum to another well on the
potential energy surface (see Figure 1B). Mutants are
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optimized to the nearest local minima. After mutations the
algorithm proceeds with a new cycle of breeding. All low-
lying isomers are detected and stored throughout the execu-
tion, and they are reported to the user at the end of the run.
A few runs of GEGA are done on the system in order to
confirm the found global minimum structure.

If high multiplicity states can be expected for a certain
species, the GEGA search should be performed with different
multiplicity values. For simpler systems it may be more
reasonable to find the global minimum and isomers with the
lowest possible multiplicity value and further manually check
the lowest-energy structures with higher multiplicities.

According to our observations, the GEGA performance
strongly depends on the calculated [Rmin; Rmax] interval. If
the Rmax is too small, imposing an unphysical restraint on
the system, the global minimum will not be found. If the
Rmax is chosen to be too large, it is most likely that the
convergence will eventually be met, but it will take much
longer for the algorithm to converge. In the case of lithium

clusters, as will be shown shortly, the geometries of the
clusters are rather compact. Thus the specification of
topology as ‘compact’ led to faster convergence to global
minima. When ‘medium’ or ‘open’ topologies were chosen,
the convergence was harder to reach. For example, in the
case of the Li7+ cluster, ‘compact’ topology specification
permitted the algorithm to converge within 22 iterations,
while in the case of ‘open’ topology, 25 iterations were
needed. Accurate average interatomic distance is always
necessary for properRmax assignment. On the other hand, if
the Rmin chosen by the user is very large, the performance
of the GEGA can slow tremendously. This happens because
many randomly generated geometries will have atom-atom
distances falling within a largeRmin and must therefore be
discarded. As the number of atoms in the cluster increases,
the likelihood of atom-atom distances falling withinRmin

increases, so GEGA can get stuck trying to generate
physically eligible geometries. However, if theRmin is too

Figure 1. Illustration of the GEGA procedure: A. Breeding, when the XY plane is randomly chosen, geometries of two selected
parents are cut by XY, and the parts of parents (the part of the parent 1 from above the plane and the part of the parent 2 from
below the plane) are recombined in a simple manner; the obtained child will then be optimized to the nearest local minimum. B.
Mutation, when the random number of kicks is introduced to distort the structure strongly enough to cross the barrier on the
potential energy surface, the obtained mutant is then optimized to the local minimum.

Figure 2. Global minimum and lowest in energy structures of Li5+, Li5, and Li5- clusters found using the Genetic Algorithm.
Shown geometries are refined at the CCSD(T)/6-311+G* level of theory. CCSD(T)/6-311+G(2df) ∆Es are given with ZPE
corrections obtained at the CCSD(T)/6-311+G* level. The NPA atomic charges at the B3LYP/6-311+G* level are shown.
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small, quantum chemical calculations may not reach SCF-
convergence for some of the species.

So far, due to limited computational resources, we were
not able to test our program on very large systems. However,
the largest clusters to which GEGA was applied contained
nine atoms (in the B3LYP/3-21G run) and 13 atoms (in the
semiempirical run). With a new computer cluster (128 dual
processors) we expect to extend the number of atoms in the
GEGA search up to 20 or may be even 30 atoms.

2. Other Methods. After the global minima and lowest-
energy isomers are found using the Genetic Algorithm
program, geometries and energies of species are refined at
the (U)B3LYP74-76 and the coupled cluster (U)CCSD(T)78-82

levels of theory with the more extended 6-311+G* basis
set. The energies of the species are further refined at the
(U)CCSD(T)/6-311+G(2df) + ZPE/CCSD(T)/6-311+G*
level of theory. The first vertical and adiabatic ionization
potentials were computed for all neutral and anionic global
minima and compared to the available experimental data.29,30

Chemical bonding analysis was performed using molecular
orbital pictures (at the (U)HF/6-311+G* level) made with
the MOLDEN program,83 using natural population analysis
(NPA)84 at the (U)B3LYP/6-311+G* level and using the
nucleus-independent chemical shifts (NICS)85 calculated at
the (U)B3LYP/6-311+G* level of theory. The diamagnetic
and paramagnetic effects of the ring currents, associated with
aromatic and antiaromatic compounds (i.e. shielding and
deshielding of nuclei), respectively, can be measured by a
simple criterion viz. NICS introduced by Schleyer and co-
workers in 1996.85 We employed NICS indices as a probe
of aromaticity in our clusters in addition to the MO-analysis.
All calculations were done using Gaussian 03 package.

III. Identified Lithium Clusters
We applied the designed GA for the search for the global
minima of uncharged, cationic, and anionic small lithium
clusters. The global minimum structures of the pentaatomic,
hexaatomic, and heptaatomic clusters and their isomers found
within 10 kcal/mol above the global minima, elucidated using
the GEGA program, are shown in Figure 2-4, respectively.
All calculated molecular properties are collected in Tables
1-9. The agreement between computational results obtained
at the B3LYP and CCSD(T) methods is noteworthy.

Most of the previous theoretical works on the pentaatomic
lithium clusters were devoted to the neutral Li5 species (see
for instance refs 33, 39, 41, and 47). All structures of Li5

identified in this study have been found before, while their
relative energies, depending on the applied computational
method, varied.

The bipyramidalD3h (1A1′) global minimum structure was
found by the GEGA to be the global minimum of the Li5

+

cluster (structure I, Figure 2). Its electronic configuration is
1a1′21a2′′2. The second isomer of the Li5

+ cluster is the
twistedD2d (1A1) structure. It was found to be 3.5 kcal/mol
above the global minimum at the CCSD(T)/6-311+G(2df)
+ ZPE/CCSD(T)/6-311+G* level of theory (structure II,
Figure 2). The electronic configuration of this isomer is 1a1

2-
1b2

2.
TheC2V (2B1) isomer III was detected as a global minimum

for the neutral Li5 cluster at the B3LYP/3-21G level during
the execution of the GEGA. From the GEGA calculations
we found that the neutral Li5 cluster has two low-lying
isomers: the global minimumC2V (2B1) (structure III, Figure
2) and isomer IV (C2V, 2A1). At the highest CCSD(T)/6-
311+G(2df)+ ZPE/CCSD(T)/6-311+G* level of theory the
energy difference between these two isomers is 1.5 kcal/

Figure 3. Global minimum and lowest in energy structures of Li6+, Li6, and Li6- clusters found using the Genetic Algorithm.
Shown geometries are refined at the CCSD(T)/6-311+G* level of theory. CCSD(T)/6-311+G(2df) ∆Es are given with ZPE
corrections obtained at the CCSD(T)/6-311+G* level. The NPA atomic charges at the B3LYP/6-311+G* level are shown.
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mol. The global minimum species has the 1a1
21b2

21b1
1

electronic configuration. The electronic configuration of the
C2V (2A1) species is the following: 1a1

21b2
22a1

1.

The GEGA run for the triplet state of the Li5
- cluster

revealed the bipyramidalD3h species V to be the most stable.
In the run of the GEGA for the singlet state we found the
pyramidalC4V species VI to have the lowest energy and the
C2V species VII to be the second isomer. At our highest level
of theory (CCSD(T)/6-311+G(2df) + ZPE/CCSD(T)/6-
311+G*) the global minimum of the Li5- cluster is the
bipyramidalD3h (3A1′) structure V (Figure 2), having the
1a1′21a2′′21e′2 electronic configuration. The CCSD(T) cal-
culation predicts structure VI (Figure 2) to be the second
lowest-energy species (0.6 kcal/mol less stable than the
global minimum) and structure VII to be 0.9 kcal/mol less
stable. At this level of theory we cannot predict with certainty
which of the structures V, VI, or VII is more stable. We
conclude that the Li5

- anion has three nearly degenerate most
stable structures.

According to GEGA and calculations at higher levels of
theory, the global minimum structure of the Li6

+ cluster has
C2V (2B2) symmetry and the following electronic configura-
tion: 1a1

22a1
21b2

1 (structure IX, Figure 3). This structure has
also been found previously by Boustani et al.47

The neutral Li6 cluster was found to have two low-energy
isomers differing in energy by 4.2 kcal/mol at the CCSD-
(T)/6-311+G(2df) + ZPE/CCSD(T)/6-311+G* level of
theory. The global minimum species (structure X, Figure 3)

hasD4h (1A1g) symmetry and the 1a1g
21eu

4 electronic con-
figuration. The second isomer hasC5V, 1A1 symmetry and
corresponds to structure XI (Figure 3). The triplet species
XII ( C2V, 3B1) is the third most stable structure of the neutral
Li 6 cluster (∆E ) 5.5 kcal/mol at the CCSD(T)/6-311+G-
(2df) + ZPE/CCSD(T)/6-311+G* level). The planarD3h

species XIII was found to be 10.2 kcal/mol (at CCSD(T)/
6-311+G(2df) + ZPE/CCSD(T)/6-311+G*) above the glo-
bal minimum. All detected structures were previously found

Figure 4. Global minimum and lowest in energy structures
of Li7+, Li7, and Li7- clusters found using the Genetic
Algorithm. Shown geometries are refined at the CCSD(T)/6-
311+G* level of theory. CCSD(T)/6-311+G(2df) ∆Es are
given with ZPE corrections obtained at the CCSD(T)/6-
311+G* level. The NPA atomic charges at the B3LYP/6-
311+G* level are shown.

Figure 5. Molecular orbital picture of low-energy pentaatomic
lithium clusters.
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by various research groups,7,33,39,41,50even though there were
some contradictions on which one is the actual global
minimum. However, the agreement between results obtained
by the B3LYP/3-21G (GEGA run) and other higher levels
of theory makes us more confident in our assignment of the
relative energies of the Li6 isomers. As we were about to
send this paper to press, an article by Temelso and Sherrill
came out.56 The results of this work on the neutral, anionic,
and cationic Li6 clusters are in almost quantitative agreement
with ours. Both cationicC2V and anionicD4h global minimum
species found by the authors are the same as in our work.
For the neutral Li6 cluster the authors predicted theD4h

bipyramidal structure (analogous to our structure X, Figure
3) to be the most stable. TheC5V species was identified as
the second isomer being 5.6 kcal/mol above theD4h cluster
at the most accurate CCSD(T)/cc-pCVQZ level, which is in
good agreement with our number of 4.2 kcal/mol (CCSD-
(T)/6-311+G(2df) + ZPE/CCSD(T)/6-311+G* level). The
planarD3h species was found 7.6 kcal/mol higher in energy
than the global minimum compared to our 10.2 kcal/mol
(CCSD(T)/6-311+G(2df)+ ZPE/CCSD(T)/6-311+G* level).

For the anionic Li6- cluster the global minimum structure
is a tetragonal bipyramidD4h, 2A2u (structure XIV, Figure

3). The bipyramidD4h, 2A2u structure XIV can be traced to
the bipyramidD4h, 1A1g structure X upon addition of an
electron to the LUMO of the neutral cluster. As the result
of this addition, the tetragonal bipyramid is extended along
the C4 axis, and it approaches an octahedral structure.

GEGA identified the global minimum structures of the
Li 7

+, Li7, and Li7- clusters all as pentagonal bipyramidals
with D5h symmetry (in Figure 4, structures XV, XVI, and
XVII, respectively). This result was proved at the B3LYP/
6-311G*, CCSD(T)/6-311+G*, and CCSD(T)/6-311+G(2df)
+ ZPE/CCSD(T)/6-311+G* levels. The electronic configu-
rations of the cationic, neutral, and anionic species are
1a1′21e1′4, 1a1′21e1′41a2′′1, and 1a1′21e1′41a2′′2, respectively.
The anionic species also has a low-lying second isomer
XVIII ( C3V, 1A1) being just 1.2 kcal/mol above the global
minimum. Its electronic configuration is 1a1

22a1
21e4. The

found bipyramidal shape of the species agrees with previous
reports.39,41,47

We have also calculated various properties of the found
species. The predicted first ionization potentials for neutral
species were found to be in a good agreement with the
experimental photoelectron spectra.29,30 For the distorted
bipyramidal structure of the Li5 cluster the calculated vertical

Table 1. Molecular Properties of the Li5+ Lowest-Energy Isomers

Li5+, D3h, 1A1′ Li5+, D2d, 1A1

level of theory B3LYP/6-311+G* CCSD(T)/6-311+G* B3LYP/6-311+G* CCSD(T)/6-311+G*
Etotal, au -37.428945 -37.145886a -37.425738 -37.13911b

ZPE, kcal/mol 2.9 2.9 2.3 2.2
geometry R(Li1-Li2) ) 3.15 Å R(Li1-Li2) ) 3.16 Å R(Li1-Li2) ) 3.07 Å R(Li1-Li2) ) 3.11 Å

R(Li2-Li3) ) 2.69 Å R(Li2-Li3) ) 2.77 Å R(Li2-Li3) ) 2.82 Å R(Li2-Li3) ) 2.85 Å
frequencies ω1(a1′) 350 (0)c ω1(a1′) 329 ω1(a1) 318 (0)c ω1(a1) 314

ω2(a1′) 237 (0) ω2(a1′) 236 ω2(a1)139 (0) ω2(a1)135
ω3(a2′′) 300 (0) ω3(a2′′) 304 ω3(b1) 30 (0) ω3(b1) 32
ω4(e′) 278 (22) ω4(e′) 257 ω4(b2) 329 (1) ω4(b2) 326
ω5(e′) 150 (2) ω5(e′) 154 ω5(b2) 271 (60) ω5(b2) 264
ω6(e′′) 136 (0) ω6(e′′) 156 ω6(e) 219 (28) ω6(e) 208

ω7(e) 41 (4) ω7(e) 44
a At the CCSD(T)/6-311+G(2df) level the Etotal ) -37.151522 au. b At the CCSD(T)/6-311+G(2df) level the Etotal ) -37.1444574 au. c Infrared

intensities in km/mol are shown in parentheses.

Table 2. Molecular Properties of the Li5 Lowest-Energy Isomers

Li5, C2v, 2B1 Li5, C2v, 2A1

level of theory B3LYP/6-311+G* CCSD(T)/6-311+G* B3LYP/6-311+G* CCSD(T)/6-311+G*
Etotal, au -37.580450 -37.292976a -37.578921 -37.291709b

ZPE, kcal/mol 2.7 2.6 2.5 2.5
geometry R(Li1-Li2) ) 2.97 Å R(Li1-Li2) ) 2.98 Å R(Li2-Li4) ) 2.97 Å R(Li2-Li4) ) 2.96 Å

R(Li1-Li3,4) ) 2.63 Å R(Li1-Li3,4) ) 2.72 Å R(Li1-Li2,3) ) 2.85 Å R(Li1-Li2,3) ) 2.94 Å
R(Li2-Li3) ) 3.05 Å R(Li2-Li3) ) 3.07 Å R(Li1-Li4,5) ) 2.98 Å R(Li1-Li4,5) ) 2.99 Å
R(Li3-Li4) ) 3.02 Å R(Li3-Li4) ) 3.07 Å R(Li2-Li3) ) 3.05 Å R(Li2-Li3) ) 3.11 Å

frequencies ω1(a1) 348 (6)c ω1(a1) 329 ω1(a1) 319 (20)c ω1(a1) 292
ω2(a1) 245 (1) ω2(a1) 244 ω2(a1) 289 (0) ω2(a1) 267
ω3(a1) 209 (10) ω3(a1) 205 ω3(a1) 184 (1) ω3(a1) 185
ω4(a2) 178 (0) ω4(a2) 171 ω4(a1) 130 (3) ω4(a1) 133
ω5(b1) 160 (19) ω5(b1) 167 ω5(a2) 69 (0) ω5(a2) 69
ω6(b1) 128 (1) ω6(b1) 96 ω6(b1) 78 (8) ω6(b1) 65
ω7(b2) 284 (13) ω7(b2) 288 ω7(b2) 277 (0) ω7(b2) 342
ω8(b2) 183 (1) ω8(b2) 186 ω8(b2) 224 (5) ω8(b2) 236
ω9(b2) 162 (0) ω9(b2) 161 ω9(b2) 184 (0) ω9(b2) 182

a At the CCSD(T)/6-311+G(2df) level Etotal )-37.298767 au. b At the CCSD(T)/6-311+G(2df) level Etotal ) -37.296434 au. c Infrared intensities
in Km/mol are shown in parentheses.
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ionization potential (IP) is 4.14 eV, and the theoretically
predicted adiabatic IP is 4.00 eV. The experimental IP value
was reported as 4.02( 0.1 eV.29,30 The VDE1 of the Li5-

global minimum isomer V is 0.94 eV and the ADE) 0.87
eV. For the hexaatomic neutralD4h bipyramid Li6 the
calculated vertical IP) 4.44 eV can be compared to the
experimental IP) 4.20 ( 0.1 eV.29,30 The VDE and ADE
values for the Li6- D4h (2A2u) structure XIV are 1.00 and
0.87 eV, respectively. For the pentagonal bipyramid Li7 (D5h,
1A1′) the theoretical vertical IP) 4.08 eV and adiabatic IP
) 3.95 eV can be compared to the experimental IP) 3.94
( 0.1 eV.29,30Li7

- (D5h, 1A1′) has VDE) 1.13 eV, and ADE
) 0.80 eV.

Our calculated atomization energies per atom of the species
are the following: Li5+ (D3h, 1A1) - 1.02 eV, Li5 (C2V, 2B1)
- 0.75 eV, Li5 (C2V, 2A1) - 0.55 eV, Li5- (D3h, 3A1′) -
0.85 eV, Li6+ (C2V, 2A1) - 1.04 eV, Li6 (D4h, 1A1g) - 0.86
eV, Li6 (C5V, 1A1) - 0.83 eV, Li6- (D4h, 2A2u) - 0.92 eV,
Li 7

+ (D5h, 1A1′) - 1.12 eV, Li7 (D5h, 2A2′′) - 0.92 eV, and
Li7

- (D5h, 1A1′) - 0.98 eV. These values can be compared
to the atomization energy per atom of Li2 - 0.52 eV.86 They
clearly show the enhanced stability in all clusters.

IV. Chemical Bonding in Lithium Clusters
To elucidate the nature of the chemical bonding in lithium
clusters we used the molecular orbital analysis and NICS
indices.

Li 5
+1/0/-1. Figure 5 contains MO pictures of the low-energy

pentaatomic lithium clusters. The set of valence molecular
orbitals of the bipyramidalD3h global minimum structure of
Li 5

+ is shown in Figure 5a. The HOMO-1 (1a1) is a
completely bondingσ-molecular orbital composed mostly
of 2s-atomic orbitals on all five Li atoms. The HOMO (1a2)
is a completely bonding molecular orbital ofπ-character. It
is composed of 2p atomic orbitals of three Li atoms in the
base of the pyramid and 2s atomic orbitals of the two apex
Li atoms. To prove theπ-character of the HOMO, we
calculated the cluster composed of three Li atoms in the base

of the pyramid and two positive charges substituting the apex
Li atoms. The molecular orbitals of this model system are
shown in Figure 5b. As one can see the overall look of the
molecular orbitals of the Li3

- triangular base of the pyramid
with two positive point-charges above and below the plane
is the same as the look of the orbitals of the Li5

+ pyramidal
cluster. Both theπ-character of the HOMO and theσ-char-
acter of the HOMO-1 are preserved when the contribution
from 2s-functions on the apex Li atoms are completely
excluded. This fact shows that the chemical bonding in the
global Li5+ minimum can be described in terms of 2σ and
2π electrons present. Thus, according to the (4n+2) Hückel’s
rule, the species is bothσ- and π-aromatic.87 The doubly
aromatic character87 of the chemical bonding is responsible
for the extra stability of the Li5

+ global minimum isomer.
What is unusual about chemical bonding in this cluster is
an early occupation of theπ-MO, i.e., theπ-MO is occupied
before the full set ofσ-orbitals, required for the classical
2c-2e bonding among equatorial Li atoms, has been popu-
lated. However, such early occupation ofπ-MO in metal
systems was already observed in the Al4

2- cluster.92

Molecular orbitals of the second isomer of the Li5
+ cluster

are shown in Figure 5c. Both molecular orbitals of the twisted
D2d structure haveσ-character. In fact the structure is a result
of the fusion of two Li3+ triangular motifs sharing one atom.
The Li3+ cluster has been reported to have only one
completely bondingσ-molecular orbital and to beσ-aromat-
ic.72 The HOMO and HOMO-1 are linear combinations of
the two completely bondingσ-molecular orbitals of the Li3

+

units. Thus, the system can be defined as island aromatic,
in the sense that the fusion of the two aromatic fragments is
observed, and both individual aromatic units preserve their
aromaticity inside the Li5

+ D2d structure.

Molecular orbitals of the (C2V, 2B1) global minimum isomer
of the neutral Li5 cluster are shown in Figure 5d. Two
molecular orbitals (HOMO-1 (1b2) and HOMO-2 (1a1)) are
reminiscent to HOMO (1b2) and HOMO-1 (1a1), respec-
tively, of the Li5+ D3h pyramidal species. However, the

Table 3. Molecular Properties of the Li5- Lowest-Energy Isomers

Li5-, D3h, 3A1′ Li5-, C4v, 1A1 Li5-, C2v, 1A1

level of
theory

B3LYP/6-311+G* CCSD(T)/6-311+G* B3LYP/6-311+G* CCSD(T)/6-311+G* B3LYP/6-311+G* CCSD(T)/6-311+G*

Etotal, au -37.610893 -37.324953a -37.608082 -37.323435b -37.608840 -37.324138c

ZPE,
kcal/mol

2.8 2.8 2.5 2.4 2.3 2.3

geometry R(Li1-Li2,3,4) ) 2.97 Å R(Li1-Li2,3,4) ) 3.01 Å R(Li1-Li2) ) 2.78 Å R(Li1-Li2) ) 2.84 Å R(Li2-Li4) ) 3.22 Å R(Li2-Li4) ) 3.24 Å

R(Li2-Li3) ) 2.85 Å R(Li2-Li3) ) 2.93 Å R(Li2-Li3) ) 3.21 Å R(Li2-Li3) ) 3.21 Å R(Li1-Li2,3) ) 2.89 Å R(Li1-Li2,3) ) 2.94 Å

R(Li1-Li4,5) ) 2.96 Å R(Li1-Li4,5) ) 2.99 Å

R(Li2-Li3) ) 2.95 Å R(Li2-Li3) ) 2.95 Å

frequencies ω1(a1′) 299 (0)d ω1(a1′) 287 ω1(a1) 298 (9)d ω1(a1) 292 ω1(a1) 285 (24)d ω1(a1) 285

ω2(a1′) 226 (0) ω2(a1′) 218 ω2(a1) 150 (4) ω2(a1) 150 ω2(a1) 219 (4) ω2(a1) 222

ω3(a2′′) 259 (18) ω3(a2′′) 262 ω3(b1) 180 (0) ω3(b1) 182 ω3(a1) 182 (19) ω3(a1) 180

ω4(e′) 240 (0) ω4(e′) 241 ω4(b2) 221 (0) ω4(b2) 210 ω4(a1) 121 (0) ω4(a1) 123

ω5(e′) 201 (0) ω5(e′) 231 ω5(b2) 73 (0) ω5(b2) 55 ω5(a2) 93 (0) ω5(a2) 88

ω6(e′) 132 (1) ω6(e′) 131 ω6(e) 277 (27) ω6(e) 266 ω6(b1) 82 (1) ω6(b1) 61

ω7(e) 134 (3) ω7(e) 128 ω7(b2) 298 (147) ω7(b2) 298

ω8(b2) 200 (3) ω8(b2) 198

ω9(b2) 149 (12) ω9(b2) 144
a At the CCSD(T)/6-311+G(2df) level Etotal ) -37.331652 au. b At the CCSD(T)/6-311+G(2df) level Etotal ) -37.330154 au. c At the CCSD(T)/

6-311+G(2df) level Etotal ) -37.329635 au. d Infrared intensities in km/mol are shown in parentheses.
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HOMO (1b1) in theC2V global minimum structure of Li5 is
a nonbondingσ-molecular orbital. It belongs to the quasi-
degenerate pair ofσ-molecular orbitals, with counterpart as
the LUMO. A Jahn-Teller distortion, thus imposed, results
in the lowerC2V symmetry of the cluster. The system contains
two π-electrons analogous to the Li5

+ D3h species, obeys the
(4n+2) rule, and, consequently, isπ-aromatic. The described
partial occupation of theσ-set (the completely bonding
HOMO-2 and the nonbonding HOMO) makes the system
σ-antiaromatic. Adding an electron leads to the double
population of the degenerate HOMO and a gain ofσ-aro-
maticity.

The pattern of the molecular orbitals in the secondC2V

(2A1) isomer of Li5 is very similar to theC2V isomer VII of
the Li5- cluster, which has an electronic configuration
1a1

21b2
22a1

2. The neutral and anionic clusters only differ in
the number of electrons occupying the HOMO. Let us first
consider the chemical bonding in the closed-shell anionic
species.

The planarC2V, 1A1 species is the third lowest-energy
isomer of the Li5- cluster (structure VII, Figure 2). The
molecular orbitals of this cluster are shown in Figure 5g.

All three occupied molecular orbitals haveσ-character. The
HOMO-2 is a completely bondingσ-molecular orbital, while
the HOMO and the HOMO-1 are partially bondingσ-MOs.
The set of bondingσ-molecular orbitals in this isomer of
Li 5

- is completely filled by 6σ-electrons, which, at first
glance, should lead to perfectD5h symmetry andσ-aroma-
ticity due to the (4n+2) rule. However, the perfectly
symmetricD5h structure is a second-order saddle point on
the potential energy surface, and the imaginary frequency
normal mode leads to the foundC2V species. This contradic-
tion has been resolved via the analysis of the composition
of the molecular orbitals in the species. It showed that all
molecular orbitals, although mostly composed of 2s-atomic
orbitals of Li atoms, have a significant contribution from
2p-atomic orbitals, and thus should be considered as hybrid-
ized. The hybridization enhances the overlap and the overall
bonding character of the HOMO and HOMO-1. In the
HOMO a large contribution to the bonding comes from the
overlap of theσ-cloud on atoms Li2 and Li3 with the pz-
atomic orbital of the Li1 atom perpendicular to this cloud,
which can be observed from the molecular orbital picture.
If no 2p-contribution would occur, there would be no bonding

Table 4. Molecular Properties of the Li6+, C2v, 2B2 Global Minimum Structure

level of theory B3LYP/6-311+G* CCSD(T)/6-311+G*
Etotal, au -44.960548 -44.618696a

ZPE, kcal/mol 3.6 3.6
geometry R(Li1-Li2) ) 3.08 Å R(Li2-Li5) ) 3.36 Å R(Li1-Li2) ) 3.10 Å R(Li2-Li5) ) 3.44 Å

R(Li1-Li3,4) ) 3.06 Å R(Li3-Li4) ) 2.53 Å R(Li1-Li3,4) ) 3.00 Å R(Li3-Li4) ) 2.61 Å
R(Li2-Li3,4) ) 2.93 Å R(Li2-Li3,4) ) 3.10 Å

frequencies ω1(a1) 349 (4)b ω7(a2) 144 (0) ω1(a1) 330 ω7(a2) 142
ω2(a1) 266 (22) ω8(b1) 176 (6) ω2(a1) 261 ω8(b1) 175
ω3(a1) 253 (18) ω9(b1) 153 (0) ω3(a1) 251 ω9(b1) 155
ω4(a1) 190 (0) ω10(b2) 304 (19) ω4(a1) 187 ω10(b2) 305
ω5(a1) 88 (0) ω11(b2) 212 (1) ω5(a1) 81 ω11(b2) 215
ω6(a2) 212 (0) ω12(b2) 194 (4) ω6(a2) 219 ω12(b2) 198

a At the CCSD(T)/6-311+G(2df) level Etotal ) -44.624912 au. b Infrared intensities in km/mol are shown in parentheses.

Table 5. Molecular Properties of the Li6 Lowest-Energy Isomers

Li6, D4h, 1A1g Li6, C5v, 1A1 Li6, C2v, 3B1

level of theory B3LYP/6-311+G* CCSD(T)/6-311+G* B3LYP/6-311+G* CCSD(T)/6-311+G* B3LYP/6-311+G* CCSD(T)/6-311+G*

Etotal, au -45.116806 -44.774798a -45.111046 -44.768332b -45.110032 -44.767231c

ZPE, kcal/mol 3.8 3.7 3.3 3.2 3.8 3.7

geometry R(Li1-Li2) ) 3.05 Å R(Li1-Li2) ) 3.08 Å R(Li1-Li2) ) 2.79 Å R(Li1-Li2) ) 2.87 Å R(Li1-Li2) ) 2.91 Å R(Li1-Li2) ) 2.95 Å

R(Li2-Li3) ) 2.80 Å R(Li2-Li3) ) 2.81 Å R(Li2-Li3) ) 3.14 Å R(Li2-Li3) ) 3.14 Å R(Li1-Li3,4) ) 2.97 Å R(Li1-Li3,4) ) 3.02 Å

R(Li2-Li3,4) ) 2.86 Å R(Li2-Li3,4) ) 2.92 Å

R(Li2-Li5) ) 3.03 Å R(Li2-Li5) ) 3.11 Å

R(Li3-Li4) ) 2.85 Å R(Li3-Li4) ) 2.94 Å

frequencies ω1(a1g) 352 (0)d ω1(a1g) 326 ω1(a1) 254 (2)d ω1(a1) 257 ω1(a1) 310 (4)d ω1(a1) 302

ω2(a1g) 227 (0) ω2(a1g) 206 ω2(a1) 85 (4) ω2(a1) 109 ω2(a1) 277 (14) ω2(a1) 274

ω3(a2u) 205 (5) ω3(a2u) 206 ω3(e1) 345 (1) ω3(e1) 323 ω3(a1) 245 (10) ω3(a1) 236

ω4(b1g) 270 (0) ω4(b1g) 263 ω4(e1) 178 (2) ω4(e1) 182 ω4(a1) 205 (1) ω4(a1) 197

ω5(b2g) 121 (0) ω5(b2g) 114 ω5(e2) 203 (0) ω5(e2) 197 ω5(a1) 97 (0) ω5(a1) 95

ω6(b2u) 179 (0) ω6(b2u) 179 ω6(e2) 192 (0) ω6(e2) 192 ω6(a2) 246 (0) ω6(a2) 240

ω7(eg) 254 (0) ω7(eg) 251 ω7(e2) 58 (0) ω7(e2) 45 ω&(a2) 125 (0) ω&(a2) 125

ω8(eu) 331 (3) ω8(eu) 328 ω8(b1) 250 (13) ω8(b1) 244

ω9(eu) 60 (0) ω9(eu) 51 ω9(b1) 155 (15) ω9(b1) 167

ω10(b2) 302 (28) ω10(b2) 309

ω11(b2) 219 (2) ω11(b2) 223

ω12(b2) 197 (0) ω12(b2) 202
a At the CCSD(T)/6-311+G(2df) level Etotal ) -44.782932 au. b At the CCSD(T)/6-311+G(2df) level Etotal ) -44.774803 au. c At the CCSD(T)/

6-311+G(2df) level Etotal ) -44.774103 au. d Infrared intensities in km/mol are shown in parentheses.
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character between the Li1 atom and theσ-cloud on atoms
Li2 and Li3, because in the originalσ-molecular orbital they
are divided by a nodal plane. Thus, the hybridization brings
an additional bonding to the system across the nodal plane
of the HOMO and causes a structural distortion fromD5h

symmetry to C2V by drawing Li1 toward Li2 and Li3.
Quantitatively, this phenomenon can be described by the
expansion of the HOMO in terms of AOs on atoms. At the
RHF/6-311+G* level the portion of the expansion coming
from the Li1 atom is the following: 0.002(1s)+ 0.028(2s)
- 0.046(2pz) -0.069(3s)- 0.093(3pz) - 0.015(4s)- 0.039-
(4pz) - 0.199(5s)+ 0.109(5pz) + 0.012(6d0) + 0.008(6d2+),
which shows that the majority of electron density on Li1
comes from the pz-originated atomic orbitals. In the HOMO-
1, Li1 carries a py-contribution across the nodal plane. Li1
brings the following portion to the expansion of the HOMO-1
(RHF/6-311+G* level): 0.07(2py) + 0.150(3py) - 0.187-
(4py) + 0.081(5py) - 0.004(6d-1). It is important, that if no
p-character would exist in HOMO-1, the coefficients in the
HOMO-1 expansion, corresponding to the functions on the
Li1 atom, would be zero. To check the validity of such an
explanation of the chemical bonding in Li5

- (C2V, 1A1), we
artificially removed the p-functions from the atoms and
calculated theD5h perfectly symmetric structure. In this case,
when there are no p-contributions to molecular orbitals, the
Li 5

- D5h species is a true minimum on the potential energy
surface.

The chemical bonding in the previously mentioned second
C2V isomer of the Li5 neutral cluster (structure IV, Figure
2), having a similar structure to the third isomer of Li5

-,
can be described in the same manner. The s-p hybridization
leads to the strong distortion of the cluster towardC2V

symmetry. However, this structural rearrangement is smaller
than in the third isomer of Li5

- (see Tables 2 and 3 to
compare geometries), because the HOMO in Li5 is populated
with one electron only, and thus the bonding brought to the
system by the HOMO is less.

At the highest applied level of theory (CCSD(T)/6-311+G-
(2df)) the global minimum of the Li5

- cluster is a bipyramidal
structure V (Figure 2). The 1a1′21a2′′21e′2 electronic config-
uration of the species corresponds to the population of the
σ-bonding set of molecular orbitals (Figure 5e) in the base

of the bipyramid. The completely bonding HOMO-2 and the
doubly degenerate nonbonding HOMO contain fourσ-elec-
trons. The bipyramidal global minimum isσ-aromatic
according to the 4n rule for triplets.93 However, this structure
is also aπ-aromatic system due to the doubly occupied
HOMO-1, and thus overall it is a doubly aromatic system.
The pyramidalC4V isomer VI (Figure 2) contains six electrons
in threeσ-molecular orbitals (Figure 5f). Thus this closed-
shell cluster isσ-aromatic according to the regular 4n+2
Hückel’s rule.

We also used NICS indices as additional criteria of
aromatic or antiaromatic character of the identified global
minima. The computed indices are shown in Table 10.
However, as one may see, in the case of pentaatomic lithium
clusters, our conclusion about the double aromaticity of Li5

+

(D3h, 1A1′ species I, Figure 2), theσ-antiaromaticity and
π-aromaticity of Li5 (C2V, 2B1 species III, Figure 2), and the
double aromaticity of the triplet Li5

- (cluster V, Figure 2)
completely disagrees with the obtained NICS values (nega-
tive NICS indices correspond to aromatic character, positive
to antiaromatic).

Li 6
+1/0/-1. MOs of hexaatomic clusters are given in Figure

6. Let us first consider chemical bonding in the neutral Li6

cluster.
The global minimum of the neutral Li6 (D4h, 1A1g) cluster

X has a completely bondingσ-molecular orbital HOMO-1

Table 6. Molecular Properties of the Li6-, D4h, 2A2u Global
Minimum Structure

level of theory B3LYP/6-311+G* CCSD(T)/6-311+G*
Etotal, au -45.147179 -44.806674a

ZPE, kcal/mol 3.6 3.6
geometry R(Li1-Li2) ) 2.81 Å R(Li1-Li2) ) 2.88 Å

R(Li2-Li3) ) 3.34 Å R(Li2-Li3) ) 3.35 Å
frequencies ω1(a1g) 301 (6)b ω1(a1g) 301

ω2(a1g) 156 (3) ω2(a1g) 141
ω3(a2u) 191 (2) ω3(a2u) 236
ω4(b1g) 248 (0) ω4(b1g) 286
ω5(b2g) 143 (0) ω5(b2g) 130
ω6(b2u) 166 (0) ω6(b2u) 233
ω7(eg) 254 (0) ω7(eg) 238
ω8(eu) 298 (3) ω8(eu) 292
ω9(eu) 89 (1) ω9(eu) 84

a At the CCSD(T)/6-311+G(2df) level Etotal ) -44.815330 au.
b Infrared intensities in km/mol are shown in parentheses.

Table 7. Molecular Properties of the Li7+, D5h, 1A1′ Global
Minimum Structure

level of theory B3LYP/6-311+G* CCSD(T)/6-311+G*
Etotal, au -52.506609 -52.108467a

ZPE, kcal/mol 4.7 4.5
geometry R(Li1-Li2) ) 2.78 Å R(Li1-Li2) ) 2.74 Å

R(Li2-Li3) ) 3.06 Å R(Li2-Li3) ) 3.02 Å
frequencies ω1(a1′) 364 (0)b ω1(a1′) 338

ω2(a1′) 245 (0) ω2(a1′) 239
ω3(a2′′) 174 (1) ω3(a2′′) 168
ω4(e1′) 304 (37) ω4(e1′) 298
ω5(e1′) 171 (2) ω5(e1′) 168
ω6(e2′) 213 (0) ω6(e2′) 224
ω7(e2′) 198 (0) ω7(e2′) 207
ω8(e2′′) 227 (0) ω8(e2′′) 187
ω9(e2′′) 133 (0) ω9(e2′′) 129

a At the CCSD(T)/6-311+G(2df) level Etotal ) -52.116856 au.
b Infrared intensities in Km/mol are shown in parentheses.

Table 8. Molecular Properties of the Li7, D5h, 2A2′′ Global
Minimum Structure

level of theory B3LYP/6-311+G* CCSD(T)/6-311+G*
Etotal, au -52.652085 -52.253634a

ZPE, kcal/mol 4.7 5.7
geometry R(Li1-Li2,3,4,5) ) 2.91 Å R(Li1-Li2,3,4,5) ) 2.97 Å

R(Li2-Li3) ) 3.02 Å R(Li2-Li3) ) 3.06 Å
frequencies ω1(a1′) 301 (0)b ω1(a1′) 288

ω2(a1′) 235 (0) ω2(a1′) 218
ω3(a2′′) 165 (28) ω3(a2′′) 217
ω4(e1′) 304 (29) ω4(e1′) 495
ω5(e1′) 184 (4) ω5(e1′) 202
ω6(e2′) 237 (0) ω6(e2′) 231
ω7(e2′) 208 (0) ω7(e2′) 230
ω8(e2′′) 254 (0) ω8(e2′′) 301
ω9(e2′′) 104 (0) ω9(e2′′) 181

a At the CCSD(T)/6-311+G(2df) level Etotal ) -52.262340 au.
b Infrared intensities in km/mol are shown in parentheses.
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(1a1g) (see Figure 6b). The doubly degenerate HOMO has
σ-character too with a major contributions from the 2s-
functions of the equatorial Li atoms. The system thus
contains sixσ-electrons and isσ-aromatic.

Figure 6c depicts the molecular orbitals of the second
quasi-planar isomer XI (Figure 3) (C5V, 1A1) of the Li6 cluster.
As one may see all electron density in the species is
concentrated on the base of the pyramid, while no electron
density is observed at the apex Li atom. All molecular
orbitals haveσ-character and align in the plane of the base
of the pyramid. The completely bonding HOMO-1 (1a1) and
the partially bonding doubly degenerate HOMO (1e1) form
the σ-bonding set. Having sixσ-electrons occupying these
molecular orbitals the system isσ-aromatic.

Now we can easily interpret molecular orbitals of the
global minimum Li6+ species (C2V, 2A1 structure IX, Figure
3), which are shown in Figure 6a. We can relate the MOs in

Li 6
+ IX to the MOs in Li6 X. HOMO in Li6

+ is originated
from HOMO in Li6, HOMO-1 in Li6+ is originated from
HOMO′ in Li 6, and HOMO-2 in Li6+ is originated from
HOMO-1 in Li6. The occupation by three electrons of the
doubly degenerate HOMO in theD4h structure leads to a
Jahn-Teller distortion toward theC2V, 2A1 structure IX,
Figure 3.

The global minimum of Li6- has molecular orbitals (shown
in Figure 6d) very similar to its neutral structural analogue
X (Figure 3). In this case the LUMO in Li6 (which is the
last member of the triply degenerate set of molecular orbitals)
is occupied with one electron. The system approaches the
perfect octahedral symmetry with atoms Li1 and Li6 being
found farther apart than in the neutral species X. The system
still possessesσ-aromatic character of the chemical bonding
due to the occupation of the HOMO-2 (1a1g) and HOMO-1

Figure 6. Molecular orbital picture of low-energy hexaatomic lithium clusters.
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(1eu), and it also has one electron on theπ-HOMO (1a2u)
and thus this anion could be considered as partiallyπ-
aromatic.

In the case of charged and neutral Li6 clusters, the
computed NICS indices agree with our interpretation of the
chemical bonding. The aromaticity of Li6 and Li6- (negative
NICS) and antiaromaticity of Li6

+ (positive NICS) are
identified.

Li 7
+1/0/-1. MOs of heptaatomic clusters are shown in Figure

7. The molecular orbitals of the Li7
+ global minimum species

are shown in Figure 7a. They have a distinctσ-character.
1a1′ HOMO-1 is a completely bonding MO, while the doubly
degenerate 1e1′ HOMO has one nodal plane and possesses
partially bonding character. This provides a sufficient number
of electrons for the five-member ring of the system to be
σ-aromatic and, consequently, to possess extra stability.

The global minimum isomer of the neutral Li7 cluster,
havingD5h, 2A2′′ symmetry, is very similar to the cationic

Table 9. Molecular Properties of the Li7- Global Minimum and the Second Lowest-Energy Isomer

Li7-, D5h, 1A1′ Li7-, C3v, 1A1

level of theory B3LYP/6-311+G* CCSD(T)/6-311+G* B3LYP/6-311+G* CCSD(T)/6-311+G*
Etotal, au -52.680731 -52.289214a -52.679888 -52.282973b

ZPE, kcal/mol 4.4 4.3 4.3 4.3
geometry R(Li1-Li2,3,4,5) ) 2.98 Å R(Li1-Li2,3,4,5) ) 3.04 Å R(Li6-Li1,2,5) ) 2.94 Å R(Li6-Li1,2,5) ) 2.97 Å

R(Li2-Li3) ) 2.89 Å R(Li2-Li3) ) 2.92 Å R(Li1-Li2) ) 3.03 Å R(Li1-Li2) ) 3.11 Å
R(Li1-Li3) ) 2.88 Å R(Li1-Li3) ) 2.93 Å
R(Li3-Li4) ) 3.08 Å R(Li3-Li4) ) 3.12 Å

frequencies ω1(a1′) 275 (0)c ω1(a1′) 269 ω1(a1) 306 (2)c ω1(a1) 302
ω2(a1′) 140 (0) ω2(a1′) 145 ω2(a1) 263 (0) ω2(a1) 260
ω3(a2′′) 189(12) ω3(a2′′) 197 ω3(a1) 211 (1) ω3(a1) 212
ω4(e1′) 279 (1) ω4(e1′) 276 ω4(a1) 182 (5) ω4(a1) 174
ω5(e1′) 191 (1) ω5(e1′) 186 ω5(a2) 188 (0) ω5(a2) 185
ω6(e2′) 170 (0) ω6(e2′) 166 ω6(e) 276 (0) ω6(e) 277
ω7(e2′) 250 (0) ω7(e2′) 269 ω7(e) 251 (3) ω7(e) 249
ω8(e2′′) 267 (0) ω8(e2′′) 239 ω8(e) 180 (1) ω8(e) 183
ω9(e2′′) 91.(0) ω9(e2′′) 77 ω9(e) 131 (2) ω9(e) 129

ω10(e) 101 (3) ω10(e) 101
a At the CCSD(T)/6-311+G(2df) level Etotal ) -52.298875 au. b At the CCSD(T)/6-311+G(2df) level Etotal ) -52.296998 au. c Infrared intensities

in km/mol are shown in parentheses.

Figure 7. Molecular orbital picture of low-lying heptaatomic lithium clusters.
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species XV described above. Out of the four occupied
molecular orbitals depicted in the Figure 7b, HOMO-1 (1e1′)
and HOMO-2 (1a1′) have the same shapes as the HOMO
and HOMO-1, respectively, in the Li7

+ global minimum
moiety. For the reason explained above the species is
σ-aromatic. The singly occupied HOMO (1a2′′) also con-
tributes to the overall stabilization of the system. This is a
completely bonding molecular orbital ofπ-character. The
system, even though having only oneπ-electron, can be
called partially π-aromatic. Thus, the species is doubly
aromatic.

The electronic configuration of the global minimum of
the Li7- (D5h, 1A1′) cluster differs from the Li7 (D5h, 2A2′′)
system only by the double population of the HOMO (1a2′′).
The molecular orbital picture is identical to the one in Figure
7b. Using the same arguments, we conclude that the global
minimum of the Li7- has doubly aromatic character of the
chemical bonding due to the presence of sixσ-electrons and
two π-electrons. The four valence molecular orbitals in the
Li 7

- D5h cluster can also be considered as affective s
(HOMO-2, 1a1′), px (HOMO-1, 1e1′), py (HOMO-1′, 1e1′),
and pz (HOMO, 1a2′′) orbitals of the superatom, and complete
occupation of these orbitals corresponds to major electron-
shell closure (compare for example to Ne). And this result
is also similar to the jellium model prediction forn ) 8.94

From Figure 7c, where the populated molecular orbitals
of the C3V, 1A1 Li 7

- species are shown, one may see that
there is no electron density observed on the lithium atom

coordinated at the face of the pyramid. The completely
bonding HOMO-2 (1a1) contains twoσ-electrons and makes
the systemσ-aromatic according to the (4n+2) Hückel’s rule.
The remaining three molecular orbitals have an obvious triply
degenerate nature of the octahedrally symmetric unit, which
lost its symmetry due to the presence of the coordinated Li
atom changing the point group of the cluster to theC3V. The
1e HOMO and the 2a1 HOMO-1 are mostly composed of
the 2p-atomic orbitals of the four Li atoms with 2s-
contribution from the other two apex Li atoms and have
primarily π-character. The complete occupation of this quasi-
triply degenerate set leads to the symmetry, stability, and
three-dimensional aromaticity of the cluster.

On the basis of negative NICS indices (see Table 10), the
assigned aromaticity of all pentagonal bipyramids Li7

+, Li7,
and Li7- receives additional confirmation. Moreover, ac-
cording to NICS values, the aromatic character of the clusters
grows upon addition of electrons to the aromaticπ-MO
(HOMO in Li7 and Li7-), which is also in accordance with
our conclusion about the gain ofπ-aromaticity.

V. Conclusions
We demonstrated on the small lithium clusters Lin

0/+1/-1 (n
) 5-7) that the novel Gradient Embedded Genetic Algo-
rithm (GEGA) technique can be successfully used for
identifying the lowest-energy structures. Results of our
search, obtained using this program, have been compared
with the previous ab initio calculations and experiments, and

Table 10. Calculated Nucleus-Independent Chemical Shift (NICS) Values for the Global Minima of the Lin0/+1/-1 (n ) 5-7)
Clusters (B3LYP/6-311+G* Level)

NICS, ppm

Li5+ D3h,
1A1′

Li5 C2v,
2B1

Li5- D3h,
3A1′

Li5- C4v,
1A1

Li6+ C2v,
2A1

Li6 D4h,
1A1g

Li6- D4h,
1A2u

Li7+ D5h,
1A1′

Li7 D5h,
2A2′′

Li7- D5h,
1A1′

1 15.495a -378.466b 37.042a 4.846c 2.868d -1.522a -10.426a -6.598a -10.336a -27.621a

2 14.596 -375.088 37.164 4.820 2.158 -1.450 -10.425 -6.544 -10.506 -27.162
3 12.071 -375.614 37.311 4.663 1.370 -1.165 -10.391 -6.546 -10.726 -25.704
4 8.517 -376.467 37.353 4.395 0.598 -0.765 -10.267 -6.669 -10.671 -23.126
5 4.015 -372.000 36.947 4.013 0.074 -0.656 -10.002 -6.515 -10.079 -19.591
6 0.561 -359.617 35.908 3.486 3.534 -1.048 -9.549 -5.849 -8.968 -15.688
7 -378.466 3.650
8 -384.207 3.112
9 -394.547 2.016
10 -406.860 1.122
11 -417.223 2.373
12 -417.144 0.756
13 -1.396
14 -3.364
15 -4.593

a The first index is computed at the center of the symmetry of the polyhedron. The subsequent indices are computed at the points lying
equidistantly on the line connecting point 1 and the center of the circle circumscribed around the face of the polyhedron so that points 2-4 are
inside of the cluster, point 5 is at the center of the circumscribed circle, and point 6 is outside of the cluster. b The first index is computed at the
center of the polyhedron. Indices 2-6 and 7-12 are computed at the points lying equidistantly on the lines connecting point 1 and the center
of the circle circumscribed around the face Li1-Li2-Li3 and around the face Li1-Li3-Li4, respectively. Points 2-4 and 7-10 are inside of the
cluster, points 5 and 11 are at the centers of the circumscribed circles, and points 6 and 12 are outside of the cluster. c The first index is
computed at the center of the base of the pyramid. The subsequent indices are computed at the points lying equidistantly on the line connecting
point 1 and the center of the circle circumscribed around the face of the pyramid so that points 2-4 are inside of the cluster, point 5 is at the
center of the circumscribed circle, and point 6 is outside of the cluster. d The first index is computed at the point between atoms Li3 and Li4,
structure IX, Figure 3. Indices 1-5 are computed at the points lying on the line orienting downward from point 1. Indices 6-10 and 11-15 are
computed at the points lying equidistantly on the lines connecting point 1 and the center of the circle circumscribed around the face Li3-Li2-Li5
and around the face Li3-Li5-Li6, respectively. Points 6-8 and 11-13 are inside of the cluster, points 9 and 14 are at the centers of the
circumscribed circles, and points 10 and 15 are outside of the cluster.
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the efficiency of the developed GEGA method has thus been
confirmed. We plan to use the GEGA method for search for
global minimum and low-lying structures of many main
group elements’ clusters. From the MO analysis of the
chemical bonding in the clusters, found via the novel GEGA
program, the significant role of multiple aromaticity as a
major stabilizing effect in alkali-metal clusters has been
elucidated. Our interpretation of aromatic or antiaromatic
character of lithium clusters does not always agree with the
assignments based on the computed NICS indices. In our
previous work we reported the smaller systems of alkali and
alkaline Earth metals and showed the importance of the
σ-aromaticity concept in the description of the chemical
bonding within them.72 In this work we extend our knowl-
edge about clusters of alkali metals, increasing the size of
the considered systems.
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Abstract: The torsional profile of biphenyl has been calculated by means of quantum-chemical

perturbations and coupled-cluster methods of increasing accuracy. The performance of the

various theoretical approaches has been assessed through a critical comparison with

experimental barrier heights. The theoretical data indicate that the basis set effects become

more critical than the correlation effects beyond the perturbational MP4 or variational CCSD(T)

levels of theory to obtain the most accurate results. We also discuss the various additional

corrections that would be required beyond the scope of our study to provide the best match to

the experimental results.

1. Introduction
Considerable efforts have been devoted in recent years to
the determination of the torsional potential of biphenyl at
various levels of theory.1-8 Biphenyl is an attractive model
compound to study both the conformational changes induced
by the interplay betweenπ-conjugation and steric effects and
by extension the relationship between conformations and
electronic and optical properties. Torsions between conju-
gated rings dictate the nature of the emission and absorption
spectra of many organic conjugated oligomers and poly-
mers;9,10a planarization of the backbone, induced for instance
by packing effects in the solid state, typically shifts the
spectra to the red due to the increased overlap between the
π-electronic clouds of the neighboring monomer units. Such
torsions also play a significant role in determining the
fluorescence quantum yield of conjugated chains11 and the
occurrence of intersystem crossing processes12 as well as the
shape of vibronic progressions in absorption and emission
spectra.13 The torsional potentials obtained by different
quantum-chemical approaches may vary significantly de-

pending on the choice of the basis set and the correlation
treatment. Severe deviations from experimental data can
further be encountered in force fields used for molecular
mechanics and molecular dynamics simulations. The tor-
sional terms in current force fields are usually derived from
experiment for model systems; the transferability assumption
underlying the development of a force field might however
fail for related systems, in particular in the presence of small
torsional barriers; this has been illustrated in the case of
biphenyl.14,15 The development of a torsional profile for
biphenyl fitted from accurate quantum-chemical calculations
is thus highly desirable for force field simulations in order
to reduce the uncertainties inherent to a large number of
modern molecular modeling tools.

It is well-established experimentally16-18 that the gas-phase
barriers (∆E) separating the global minimum (φ ) 44.4° (
1.2°) from the planar (φ ) 0°) and perpendicular (φ ) 90°)
conformations are very similar and are on the order of 1-2
kcal/mol. The widely used “chemical accuracy” criterion
(defined as(1 kcal/mol of uncertainty with respect to the
experimental results) is clearly not relevant for such small
energy barriers. A more stringent “calibration accuracy” ((1
kJ/mol ) 0.24 kcal/mol) will thus be sought here by using
a well-defined hierarchy of correlated ab initio methods

* Corresponding author e-mail: JC.Sancho@ua.es.
† University of Mons-Hainaut.
‡ Universidad de Alicante.
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together with a carefully selected molecular orbital expansion
that converges systematically toward the infinite basis set
limit. The computational strategy that we have adopted
relates somehow to the composite methods recently intro-
duced to provide highly accurate results in the subchemical
accuracy range: (i) the Gaussian-n (G-n) family of meth-
ods;19,20 (ii) the focal point analysis (FPA);21-25 (iii) the
Weizmann-n (W-n) protocols;26-28 and (iv) the HEAT
method.29 The main features of our alternative approach are
as follows: (i) the absence of empirical corrections; (ii) the
use of extrapolation techniques to reach both the asymptotic
basis set and the correlation energy limits; and (iii) the
applicability to medium-size conjugated systems without
significant loss in accuracy. Density Functional Theory
(DFT)30-33 is known to behave erratically when high
accuracy is required for conjugated systems34-36 due to the
fact that current exchange functionals overstabilizeπ-
conjugation in planar conformers and hence provide over-
estimated energy barriers. A systematic study is thus always
recommended when DFT is chosen in view of its reduced
computational cost. It is the goal of this contribution to
define, on the basis of our previous experience,37-42 a
generally applicable model to calculate accurately the
torsional potential of biphenyl. This model could then be
applied to other archetypal systems which constitute the
building blocks of widely studied conjugated polymers.

2. Theoretical Methods
We have first performed a full optimization of the structure
of each conformer for a wide range of dihedral angles, thus
dealing explicitly with 3N - 7 degrees of freedom. A regular
and rather tight grid (step of 10° between 0°and 180°) has
been considered for the torsion angleφ between the two
phenyl rings. Hartree-Fock (HF) and Møller-Plesset per-
turbation theory methods (up to the second order, MP2)
involving large basis sets (several hundreds of basis func-
tions) have been employed for these geometry optimizations.
The energy of each conformer has been further corrected
by applying higher-order valence correlation schemes at the
MP4 (Møller-Plesset up to the fourth order), CCSD
(Coupled Cluster method with Single and Double excita-
tions), and CCSD(T) (with perturbatively estimated triple
excitations) levels with the largest possible basis set. The
energy differenceECC between the full configuration interac-
tion limit (FCI) and our most accurate results can be
estimated by means of a continued fraction (cf) extrapolation
as43

whereδ1 ) EHF, δ2 ) ECCSD - EHF, andδ3 ) ECCSD(T) -
ECCSD. CC-based multiplicative approaches44 are not used
here since torsional barriers are derived from energy differ-
ences that are better described with continued fractions. The
use of MP and CC correlated techniques, although compu-

tationally very demanding and strongly basis set dependent,
is the only way to ensure the targeted high accuracy.

The infinite basis set limit can be estimated by using the
n-tuple cc-pVnZ basis sets45 which systematically approaches
completeness asn grows. The extrapolation of the cc-pVnZ
sequence (n ) double, triple, quadruple, ...) is done with
the function

wheref (n) is written asn-5 46,47or n-3 48 for the HF and for
the MP2 correlation energy, respectively;E(∞) is the
corresponding extrapolated energy, andA is the parameter
to be fitted. Note that the use of power expansions is
nowadays preferred to exponential ones.49 When the pair of
cc-pVnZ/cc-pV(n+1)Z results required to eliminateA from
eq 2 is not available for computationally demanding systems,
the extrapolation can still be applied in the framework of a
method-dependent slightly modified model50

where a new set of optimal parameters (a, b, and c) is
included; their values can be extracted from ref 50.

Since the zero-point vibrational energies (ZPVE) are
different going from the global minimum to the planar or to
the perpendicular conformations,51 such corrections must be
explicitly taken into account to estimate the energy barriers.
We have thus computed here ZPVE-corrected barriers to
allow for the most relevant comparison with the experimental
results. Other contributions such as the explicit coupling of
vibrational modes, scalar relativistic effects, spin-orbit
coupling, or diagonal corrections to the Born-Oppenheimer
approximation are not considered in the present work since
their impact on the torsional potentials is expected to be
negligible.21,52

Perturbative approaches or truncated CC methods can fail
in producing highly accurate results if the starting single
determinant HF wave function is not reliable for the system
under study. For the whole range of torsions, the CCSD/cc-
pVDZ-calculated low value (0.01) of theT1 diagnostic,53-55

which was specifically designed to provide an indication of
the quality of the results, did not advise us to use more than
a single determinant to generate the manifold of excitations;
multireference versions of the CC theory56 are thus not
needed. Moreover, a previous study including nondynamical
correlation effects57 through a multiconfigurational second-
order perturbation treatment (CASPT2) provided barrier
heights comparable to the monoconfigurational treatment,
thus indicating that a single-reference wave function is also
an adequate starting point for MP2 calculations. All the
results described in this manuscript have been obtained with
the Gaussian9858 and Gaussian0359 packages.

3. Results and Discussion
3.1. Geometry Optimizations and Zero-Point Vibrational
Energy Corrections.Each of the stationary points (i.e., the
global twisted minimum as well as the planar and perpen-
dicular conformations) of the torsional profile has been
optimized using the HF, MP2, and the B3LYP-based DFT

ECC )
δ1

1 -

δ2

δ1

1 -
δ3

δ2

(1)

E(n) ) E(∞) + Af (n) (2)

Ec(n) ) Ec(∞){1 - 2.4n-3[a + be-2.4b + c]n-1} (3)
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method60 with the cc-pVDZ and cc-pVTZ basis sets. The
cc-pVQZ basis set could be applied only at the HF level.
Table 1 shows the comparison between the geometric
parameters experimentally derived from gas-phase electron
diffraction data17 and the corresponding calculated values
for the global twisted minimum. Systematic deviations
between the vibrationally averaged experimental bond lengths
(rg) and the calculated equilibrium values (re) have always
to be considered for a detailed comparison:rg values are
about 0.004-0.009 Å and 0.014-0.018 Å longer thanre for
C-C and C-H bonds, respectively.61 Differences in bond
angles are assumed to be negligible. In general, we find that
the bond lengths decrease with the extension of the basis
set and increase when electron correlation is introduced. This
is not the case for the C1-C1′ bond length for which the
largest error is found, as previously reported;62,63 the
experimental uncertainty on this parameter is, however,
expected to be large. Very small differences are found for
the bond angles among the different methods. All together,
the MP2 results can be judged as slightly more accurate than
the B3LYP values. Whereas a cc-pVTZ basis set is consid-
ered to be converged for a DFT calculation,64-68 this does
not hold true for the MP2 method. A practical scheme for
extrapolating the geometric parameters calculated with a
sequence of cc-pVnZ basis sets has been proposed69 though
being severely questioned.70 Accordingly, no attempt has
been made here to account for this basis set effect, and the
MP2/cc-pVTZ-optimized geometries have been used as a
starting point for the subsequent energetic corrections.
Extrapolated torsional angles are obtained when needed by
means of a splines treatment.

In our study, B3LYP was the only affordable technique
to calculate with a cc-pVTZ basis set the frequencies of the
stationary points and the resulting ZPVE correction. The
assignment of the fundamental vibrational frequencies of
biphenyl has been, however, repeatedly studied in the
literature71 and will not be discussed here. We have accounted
for anharmonic corrections to the harmonic zero-point

vibrational energies by scaling them by a factor of 0.985, as
suggested in ref 26. The scaled values of the ZPVE for the
global minimum and the planar and perpendicular conforma-
tions are 112.09, 112.08, and 111.85 kcal/mol, respectively,
at the B3LYP-cc-pVTZ level; this leaves almost unaltered
the barrier∆E0 between the global minimum and the planar
conformation and decreases the barrier∆E90 by roughly 0.2
kcal/mol with respect to the ZPVE-uncorrected value. All
curves presented in the following will be corrected with this
B3LYP/cc-pVTZ-derived values. Note that this correction
will also slightly modify the torsion angles with respect to
the optimized values listed in Table 1.

3.2. Electron Correlation Effects.One open question in
view of the scarcity of literature results is to elucidate
whether treatments of the electron correlation beyond the
MP2 level may substantially change the barrier heights for
a given basis set. We have collected in Table 2 the HF, MP,
and CC barriers calculated with the cc-pVDZ basis sets. The
MP2 method slightly decreases the∆E0 value compared to
the uncorrelated HF level (by about 0.1 kcal/mol) but, most
importantly, largely increases∆E90 by 0.5 kcal/mol to make
it more consistent with the experimental value. MP4 calcula-
tions further point to the role of electron correlation effects
for the∆E0 barrier; the difference between the MP2 and HF
values is a few times smaller than between the MP4 and
MP2 results. The impact is less pronounced for∆E90 which
is very similar at the MP2 and MP4 levels. The CCSD and
CCSD(T) calculations provide consistent numbers, with the
CCSD(T) value lying close to that obtained with MP4. This
nicely reflects the parallel convergence of the two sequences
of methods [HFf MP2 f MP4 versus HFf CCSD f
and CCSD(T)] toward the exact solution.

The use of the continued fraction technique further
demonstrates this convergence process, as illustrated in Table
3. This approach has been recently applied to both thermo-
chemical data72-76 and rotational barriers77 but not without
warnings about a possible erratic behavior.28,72Although the
formula given in eq 1 was originally derived to assess the

Table 1. Calculated Bond Lengths (in Å) and Bond Angles (in deg) for Biphenyla as Obtained at Different Levels of Theory
and with Different Basis Sets

cc-pVDZ cc-pVTZ

expb HF B3LYP MP2 HF B3LYP MP2

C1-C1′ 1.507 1.493 1.482 1.485 1.489 1.482 1.473
C1-C2 1.404 1.395 1.407 1.413 1.389 1.399 1.400
C2-C3 1.395 1.387 1.396 1.404 1.381 1.388 1.392
C3-C4 1.396 1.388 1.398 1.406 1.382 1.390 1.394
C-H 1.102 1.082 1.092 1.095 1.073 1.082 1.082
C2-C1-C6 119.4 118.3 118.0 118.7 118.3 118.0 118.5
C1-C2-C3 119.9 120.9 121.0 120.7 120.9 121.0 120.8
C2-C3-C4 120.9 120.3 120.3 120.2 120.3 120.3 120.2
C3-C4-C5 119.0 119.4 119.4 119.6 119.4 119.4 119.6
C2′-C1′-C1-C2 44.4 46.3 39.3 42.1 45.0 39.6 39.7

a See chemical structure on top for site labeling. b Taken from ref 17.
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difference between CCSD(T) and the full CI limit, it has
been also used here to extrapolate the MP4 energies since
the MP and CC sequences of methods have much in
common. Quadratic approximants of MP series78 have not
been investigated. Moreover, no attempt has been made to
justify the validity of eq 1 for the MP sequence; its use
appears to be justified on an empirical basis by observing
the smooth convergence of the calculated barrier heights.
We stress, however, that the prerequisites for a coherent
evolution (δ1 . δ2 + δ3, andδ2 . δ3; whereδ1 ) EHF, δ2

) EMP2 - EHF, andδ3 ) EMP4 - EMP2) are fulfilled by the
MP series. Analysis of Table 3 reveals that the impact of
the approximations made in our methods on the barrier
heights is very small. The approximate FCI/cc-pVDZ values
are estimated to be 2.6-2.7 kcal/mol and 1.5-1.6 kcal/mol
for ∆E0 and ∆E90, respectively, while the corresponding
experimental values are around 1.4 and 1.6 kcal/mol. Basis
set effects thus appear to be the root of the well-documented
problem of obtaining highly accurate barrier heights with
ab initio methods.

3.3. Basis Set Effects.The previous section suggests that
augmenting the size of the basis set is more crucial than going
beyond MP4 or CCSD(T) for the correlation treatment.
However, the computational limits are easily reached if no
restrictions are imposed on the number of unoccupied orbitals
involved to generate the manifold of excitations (Nu). Since
the MP4 and CCSD(T) methods scale asNo

3 × Nu
4 (with No

being the number of occupied orbitals), the extension of the
basis set size typically leads to a strong increase inNu and
hence to unaffordable computational requirements. Accord-
ingly, we will exploit in the following the systematic
convergence of correlation consistent basis sets with the help
of eqs 2 and 3 to overcome this problem. Other extrapolation
schemes have been proposed79-81 but usually yield marginal
improvements in the torsional potentials and energy barri-
ers.40,41

The corresponding extrapolated results are reported in
Table 2 where cc-pV∞Z refers to HF, MP, or CC results
after estimation of the basis set limit. The extrapolated energy
associated with a given correlation treatment has been added
here to the separately extrapolated HF/cc-pV∞Z energy. The
∆E0 and ∆E90 barriers calculated at the HF level do not
largely depend on the basis set; the cc-pVTZ results can be
actually be considered as nearly converged. The well-known
slower convergence of correlated electronic structure calcula-
tions is clearly observed at the MP2 level where both energy
barriers markedly evolve with the size of the basis set;∆E0

decreases from 2.39 to 2.19 kcal/mol, whereas∆E90 increases
from 2.04 to 2.25 kcal/mol going from cc-pVTZ to the basis
set limit. These results are in good agreement with those
previously reported by Tsuzuki et al.2 The same trends are
also observed with the MP4, CCSD, and CCSD(T) results;
this gives us confidence in the fitting procedure done in eq
2 and shows uniformly the slightly larger dependence of∆E90

with respect to the size of the basis set. Considering the
residual effects associated with the truncation of the MP or
CC series, as detailed in the previous section, optimal FCI/
cc-pV∞Z values of 2.5 kcal/mol and 1.9-2.0 kcal/mol are
obtained for the∆E0 and ∆E90 barriers, respectively.
Unexpectedly, the “calibration accuracy” is still not matched
for the∆E0 barrier. Additional possible contributions to the
torsional potentials will thus be carefully explored in the next
section to try and solve this discrepancy. Figures 1 and 2
display the CC and MP torsional energy profiles obtained
when the above-mentioned corrections (continued fraction
extrapolation to the FCI limit and basis set extrapolation to
the infinite basis set limit) are included. The cc-pVDZ curves
are also illustrated for sake of completeness.

3.4. Additional Factors. The MP and CC calculations
described so far have been routinely performed within the
frozen-core approximation, i.e., the lower lying 1s orbitals
of carbon were not correlated. Although core correlation
effects are expected to modify the barriers by less than 0.1
kcal/mol, it is necessary to account for both core-core
(intrashell 1s) and core-valence (intershell 1s- 2s2p)
correlation effects to attain a definitive set of results. We
have thus investigated the impact of the highly computa-
tionally expensive inner-shell correlation effects at the MP2
level by using the recently introduced weighted core-valence

Table 2. ZPVE-Corrected Relative Energies (in kcal/mol)
between the Global Twisted Minimum (Characterized by
the Torsion Angle φ) and the Planar (∆E0) and
Perpendicular (∆E90) Conformations in Biphenyl, as
Calculated with Different Approaches

method φ ∆E0 ∆E90

HF/cc-pVDZ 48.7 3.10 1.15
HF/cc-pVTZ 47.5 2.97 1.24
HF/cc-pVQZ 47.5 2.99 1.25
HF/cc-pV∞Z 47.5 2.99 1.26
MP2/cc-pVDZ 45.5 3.02 1.63
MP2/cc-pVTZ 41.2 2.39 2.04
MP2/cc-pV∞Z 39.8 2.19 2.26
CCSD/cc-pVDZa 46.6 2.76 1.35
CCSD/cc-pV∞Za 44.3 2.61 1.62
MP4/cc-pVDZa 45.1 2.70 1.59
MP4/cc-pV∞Za 42.1 2.56 1.97
CCSD(T)/cc-pVDZa 45.5 2.67 1.51
CCSD(T)/cc-pV∞Za 42.6 2.51 1.85
expb 44.4 ( 1.2 1.4 ( 0.5 1.6 ( 0.5

a From the MP2/cc-pVTZ optimized geometry. b Taken from ref 17.

Table 3. ZPVE-Corrected Relative Energies (in kcal/mol)
between the Global Twisted Minimum (Characterized by
the Torsion Angle φ) and the Planar (∆E0) and
Perpendicular (∆E90) Conformations in Biphenyl, as
Calculated at Different Levels of Theory with the cc-pVDZ
Basis Set

method φ ∆E0 ∆E90

HF 48.7 3.10 1.15
MP2 45.5 3.02 1.63
MP4 45.1 2.70 1.59
MP-cf 45.0 2.63 1.58
CCSD 46.6 2.76 1.35
CCSD(T) 45.5 2.67 1.51
CC-cf 45.4 2.66 1.53
expa 44.4 ( 1.2 1.4 ( 0.5 1.6 ( 0.5
a Taken from ref 17.
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basis set (cc-pwCVDZ82 compared to the former cc-
pCVDZ83). Table 4 reports the corresponding results. The
difference between the all-electron (cc-pwCVDZ) and valence-
only (cc-pwCVDZ) energy barriers provides an estimate of
the amplitude of the core correlation effects for a given basis
set. The extrapolation of these results provides barrier heights
that are negligibly modified compared to the extrapolated
frozen core value: both barriers are increased by less than
0.01 kcal/mol. When this correction is taken into account,

all-electrons FCI/cc-pV∞Z barrier heights of 2.5 kcal/mol
and 1.9-2.0 kcal/mol are still obtained for∆E0 and∆E90,
respectively.

On the other hand, the use of diffuse functions (aug-cc-
pVDZ) helps the∆E0 barrier to converge toward the higher
levels of the hierarchy, as evidenced in Table 4. However,
the dihedral angle is found to increase and the∆E90 barrier
to be reduced in this case, in marked contrast with the trends
found when a complete set of polarization functions is added
(going for instance from cc-pVDZ to cc-pVTZ). The C1-
C1′ distances in the 90° conformer (1.4915, 1.4924, and
1.4802 Å for the cc-pVDZ, aug-cc-pVDZ, and cc-pVTZ
basis set, respectively) demonstrate that the underestimation
of the π-conjugation effects by the aug-cc-pVDZ basis set
is at the origin of this discrepancy, in agreement with the
results obtained for other conjugated molecules.41 The aug-
cc-pVTZ basis set should probably improve the description
of these effects; however, the requested compromise between
accuracy and computational cost precludes the use of the
aug-cc-pVnZ extension, thus favoring the cc-pVnZ sequence
in conjunction with the extrapolation scheme. The deviations
between these various approaches are further illustrated
through the corresponding torsional profiles depicted in
Figure 3.

It has also been suggested that the cc-pVDZ basis set
underestimates the dispersion interactions and hence the
stability of the coplanar conformer of biphenyl;2 this
translates into an overestimation of∆E0 compared to∆E90.
The employed extrapolation technique can hardly overcome
this intrinsic deficiency of the cc-pVDZ basis functions. To
evaluate the amplitude of this effect, the impact of an
additional set of polarization d-type functions on the
hydrogen atoms84 has been analyzed; the imposed contraction
[C/H] scheme thus becomes at this stage [3s2p/2s1p1d]
instead of the standard one. As expected, multiple polariza-
tion functions on the hydrogen atoms reduce∆E0 (∆E90) by
0.4 (0.2) kcal/mol, while the dihedral angle increases by a
few degrees due to the exaltation of nonbonding interactions.
All-electrons hydrogen d-polarized FCI/cc-pV∞Z values of
2.1-2.2 kcal/mol and 1.7-1.8 kcal/mol are obtained for the

Figure 1. Torsion potential of biphenyl calculated at different
levels of CC theory.

Figure 2. Torsion potential of biphenyl calculated at different
levels of MP theory.

Table 4. ZPVE-Corrected Relative Energies (in kcal/mol)
between the Global Twisted Minimum (Characterized by
the Torsion Angle φ) and the Planar (∆E0) and
Perpendicular (∆E90) Conformations in Biphenyl, as
Calculated at the MP2 Level with Different Basis Sets

method φ ∆E0 ∆E90

MP2/cc-pVDZ 45.5 3.02 1.63
MP2/cc-pwCVDZ 45.8 3.10 1.60
MP2/aug-cc-pVDZ 46.4 2.46 1.52
MP2/cc-pVTZ 41.2 2.39 2.04
expa 44.4 ( 1.2 1.4 ( 0.5 1.6 ( 0.5

a Taken from ref 17.

Figure 3. Torsion potential of biphenyl calculated at the MP2
level with different basis sets.
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∆E0 and∆E90 barriers. This basis set engineering should be
treated however with much caution.85

3.5. Analytical Torsional Functions. The point-wise
calculated torsion energies can be fitted to a Fourier-like
expansion of the form

whereVn are the expansion coefficients to be determined.
Since such a potential energy functionV(φ) is virtually
included in all current force fields, it is of interest to
determine the coefficients required to best match our ab initio
results. This has been done for an expansion up to the sixth
order from HF/cc-pV∞Z and all-electrons basis set extrapo-
lated MP-cf and CC-cf results (see Table 5).

4. Summary and Perspectives
A thorough study of the gas-phase torsional potential of
biphenyl has been performed at the ab initio level to
determine the role of correlation versus basis set effects in
the search of the most accurate results. Our approach involves
primarily hierarchical calculations at the MP or CC levels,
followed by an extrapolation procedure of the results to the
infinite basis set limit and the highest order of MP or CC,
and finally a set of small but non-negligible additive
corrections to the energy (among them, core correlation
effects and the impact of including an additional set of
polarization functions on the hydrogen atoms were explicitly
evaluated). The degree of sophistication of the most advanced
theoretical approaches used here fulfills the constraints of
“calibration accuracy”. The best predictions achieved in our
work for ∆E0 (∆E90) amount to 2.1 (1.7) and 2.2 (1.8) kcal/
mol at the corrected CC and MP doubly extrapolated levels,
respectively.

Ingredients are still missing in the protocol to predict with
higher accuracy the torsional potentials of medium-size
conjugated molecules. We discuss below some of these
factors and their possible impact at a quantitative level:

(a) Improved extrapolation to the infinite basis set limit.
Although modern extrapolation techniques50 allow for the
use of only one basis set from the cc-pVnZ sequence, they
might provide in some cases a rough estimate of the
extrapolated energies if the lowest cc-pVDZ level is used.
In this context, the application of the dual-level scheme of
Halkier et al.48 or Schwenke86 relying on the cc-pVDZ and
cc-pVTZ basis sets could shed light on the quality of the
extrapolation schemes performed at the MP or CC level. This

is expected to be the main source of error in our approach.
A separate extrapolation of the singlet-coupled and triplet-
coupled CCSD pair correlation energies has also been
proposed based on the fact that their convergence appears
to be different.87 Moreover, the (T) contribution is known
to converge more rapidly with the basis set than the CCSD
correlation energy;88 particular attention should therefore be
paid to the extrapolation of CCSD energies. Nevertheless, it
is generally accepted that an extrapolated value obtained with
the cc-pVnZ member of the hierarchy usually compares
qualitatively with at least a cc-pV(n+2)Z result. Moreover,
since the number of paired electrons remain unchanged
during the rotation, the basis set convergence is expected to
be very fast;89 previously published nonextrapolated results
can thus hardly compete in terms of accuracy with the CC
extrapolated values presented in this work.

(b) Iterative treatment of T3 contributions at the CCSDT
level. The explicit treatment of triple excitations is not
expected to significantly change barrier heights with respect
to the CCSD(T) values, as suggested by the results of the
continued-fraction approximation and by previous studies.90

The error introduced in the CCSD(T) perturbed method is
relatively large (about 10% of the full contribution arising
from triple excitations)91 but is partly canceled by the neglect
of quadruple excitations; thus, the CCSDT method might
only account for the possibly remaining nondynamical
correlation effects,92 which are expected to affect the barrier
by less than 0.01 kcal/mol.

(c) Improved core correlation contribution. The use of all-
electron CCSD(T) instead of MP2 should also be tested to
evaluate the inner-shell correlation effects and their extrapo-
lation to the asymptotic limit. Since the basis set incomplete-
ness errors are expected to be much larger than the core-
valence effects,93 this correction is expected to be also
negligible.

(d) The impact of performing the geometry optimizations
beyond the MP2/cc-pVTZ level employed here may also be
explored; the correction is, however, expected to be very
small.40,94

We do not know at this stage to which extent these
different factors might fill the gap between the experimental
and theoretical value obtained for the∆E0 barrier. Both
barriers were experimentally estimated from the analysis of
Raman spectra of the torsional mode16 or from electron
diffraction measurements.17,18The periodic potential function
extracted from the experimental analysis is essentially
accurate in the region around the potential minimum.
However, the barrier heights might be affected to a large
extent18 by the severely truncated mathematical expression
which was selected to describe the potential. Further
confirmations of the experimental number reported in the
literature are seen as a prerequisite to solve this apparent
discrepancy since the aforesaid corrections are expected to
be very small and possibly of different signs.
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Abstract: We present a nonperturbative derivation for the primary contribution to the vibrational

polarizability for molecules, clusters, and other finite systems. Using a double-harmonic

approximation and a finite-field approach the vibrational polarizability is calculated within the

generalized gradient approximation to the density functional theory for a variety of molecules

and clusters. The agreement between theory and experiment is quite good. The results show

that for small ionic molecules and clusters, inclusion of the vibrational polarizability is necessary

to achieve agreement with experiment.

I. Introduction
Materials with high dielectric constants have many important
technological applications. Predicting thetotal second-order
molecular polarizability is one capability that is required for
the computational design of materials with high dielectric
constants. The second largest contribution to the static
second-order polarizability tensor is usually due to field-
induced atomic relaxation. As the effect is of interest to
several fields of research, a common terminology is lacking.
This effect has been referred to as the displacement-, atomic-,
nuclear-, relaxation-, or vibrational polarizability. Here we
adopt the latter term and determine this effect within the
double harmonic approximation.1-4 For an in-depth review
of recent efforts related to many aspects of polarizability
calculations the interested reader is especially referred to ref
1. As discussed below, this effect is governed by the dynamic
effective charge tensor which is known to account for
infrared intensities of vibrational modes in molecules and
clusters. The goal of this paper is to provide a database of
calculations on the vibrational polarizability on small,
medium, and large molecules. In doing so, we hope to show

that DFT provides an excellent and efficient means for
identifying molecules for which the vibrational polarizability
may be important and worthy of study within higher level
quantum mechanical treatments. Also through these examples
we compare to other calculations and experiment and attempt
to identify some of the other competing factors that affect
the total polarizability of a molecule. Also, through com-
parison between DFT and HF we identify some cases where
reasonably large deviations between the two approaches
appear. We note that there has been a significant amount of
work aimed at in-depth studies of polarizabilities and
vibrational polarizabilities on particular molecules. These
careful studies have examined the accuracy as a function of
basis sets and level of correlation and have been largely
focused on conventional (Hartree-Fock and beyond) quantum-
chemistry approaches rather than density-functional
approaches.5-7

The dynamic effective charge tensor describes how the
total dipole moment of a molecule or other finite system
changes due to an atomic displacement. For a simple dipole
consisting of two point charges( Q, the change of the dipole
per unit change of the separation is justQ. For crystals, the
local dipole is not necessarily a well-defined notion, and
effective charge tensors come in multiple forms.8 However,
the lowest nonzero moment of a finite system is a well-
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† Naval Research Laboratory.
‡ Howard University.
§ State University of New York.
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defined quantity. For a neutral molecule withN atoms, both
the electrical dipole momentpb and the derivative of the
dipole moment with respect to theith atomic positionubi are
well defined. Only the latter quantity is uniquely defined
for a charged molecule. These derivatives may be expressed
as a 3× 3N tensorZ which has units of charge and is written

This tensor is also sometimes called the “polar tensor”9, and
it is used for the calculation of the infrared intensity.9-11 The
infrared intensities are also related to the vibrational com-
ponent of thedc molecular polarizability,12 and a simple
proof of this is included below.

By vibrational polarizability, we refer to the following
physics. When a molecule is placed in a static electric field,
it can lower its energy through several mechanisms. First,
the electronic clouds rearrange themselves in response to the
field which leads to an induced electronic dipole moment
given bypel,x ) ΣyRel,xyEy. This is usually the largest linear
effect. Second, this induced dipole moment is further
modified since the atomic positions rearrange themselves in
response to the forces caused by the direct application of a
field and the subsequent electronic rearrangement. The tensor
that describes the portion of the induced dipole moment due
to atomic rearrangement is what we refer to as the double
harmonic vibrational polarizability.

To concentrate on effects due to vibrational polarizability,
we ignore molecular rotation and assume the molecule to
be oriented in the lab frame. Equivalently, we work in a
frame which is tied to the molecule, so that there is a fixed
dipole moment. The polarizabilityR is then a 3× 3 tensor
which reduces to a scalar for symmetrical molecules such
as CH4 or SF6. The molecular vibrations within the harmonic
approximation correspond to the classical normal modes of
a coupled system of oscillators

where the 3N × 3N force constant tensorK is defined as

andE is the total energy of the molecule at zero field.
The dipole momentpb is a first derivative of the energy

(E), and the dynamical charge tensor and the electronic
polarizability tensor are second partial derivatives given by

In eqs 4-6, the electronic degrees of freedom must be
relaxed in response to changes of the independent variables
(EB, ub1, ...,ubN), and the derivatives are evaluated at zero field
and displacement (EB ) ubi ) 0). Equation 5 also shows that
the dynamical charge tensor determines how the Hellmann-

Feynman force (Fiµ ) -∂E/∂uiµ) changes due to the
application of an external electric field. As discussed in ref
11, the relationship between the dynamic effective charge
tensor and the derivative of the Hellmann-Feynman force
is both instructive and optimal for efficient determination
of infrared and Raman intensities.

Now the total energy of the molecule may be expanded
as a Taylor series in powers of both the atomic displacements
and applied electric fields according to

In the above equationpb andR are the zero-field values of
the dipole moment and polarizability, respectively. The tensor
notation is fairly obvious except perhaps for the asymmetrical
tensor Z whose transpose ZT is defined by

Now if a static external fieldEB is applied, the atomic
coordinatesu will relax to new positions to minimize the
energy according to

The force-constant matrix K operates in the 3N-dimensional
displacement space, which can be divided into two sub-
spaces: the null space (spanned by the translational and
rotational degrees of freedom (L ) 6 in generalL ) 5 for a
linear molecule) and the 3N-L dimension space that is
orthogonal to it. The 3-vector Z‚u is the displacive electrical
dipole caused by the displacementu. It clearly vanishes when
u lies in the null space. Taking the gradient of eq 9 byu,
the new equilibrium displacement in an external field is given
by K‚u - ZT‚u ) 0. This 3N-vector lies in the 3N-L-
dimensional positive space, and the force constant matrix
can be inverted in this space, giving for the induced
displacement the 3N-L-vector. The corresponding energy
of the relaxed molecule is then determined to be

In the above, the vibrational part of the polarizability is
given by

In fully indexed Cartesian form, the polarizability matrix is

While the above expression clearly exhibits the isotopic
independence of this part of the polarizability tensor, a
simpler expression, directly comparable to experimental
observables, is possible by rewriting this energy in terms of
the normal modes of vibration. Let|V〉 denote the eigenvector
and ωV the corresponding eigenfrequency, which satisfies
the Newtonian equations

ZR,iµ ) ∂pR/∂uiµ (1)

Mi

d2uiµ

dt2
) -∑

jν

Kiµ,jνujν (2)

Kiµ,jν ) ∂
2E

∂uiµ∂uj,ν
(3)

pR ) -∂E/∂ER (4)

ZR,iµ ) -∂
2E/∂ER∂uiµ ) ∂Fiµ/∂ER (5)

Rel,Râ ) -∂
2E/∂ER∂Eâ (6)

E ) E0 - pb‚EB - 1
2
EB‚Rel‚EB - EB‚Z‚u + 1

2
u‚K‚u (7)

EB‚Z‚u ) u‚ZT‚EB (8)

u ) K-1‚ZT‚EB (9)

E ) E0 - pb‚EB - 1
2
EB‚[Rel + Rvib]‚EB (10)

Rvib ) Z‚K-1‚ZT (11)

Rvib,Râ ) ∑
iµ,jν

ZR,iµ(K
-1)iµ,jνZjν,â

T (12)

K|V〉 ) ωV
2M|V〉 (13)
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where M is the mass tensor which in the atom displacement
basis (iµ) is

The orthogonality and completeness relations are

The force constant matrix can be written as

The effective charge tensor can now be written in the
eigenvector basis as the charge vector for each normal mode

Then the vibrational polarizability can be written as a sum
of contributions from the normal modes

The above expression is easier to work with than eq 12 since
it is clear that the five or six zero-frequency modes are to
be excluded in the sum. While both eqs 12 and 20 give the
same answer, it is necessary to invert within a 3N-L
dimensional subspace when working with eq 12. However,
it is also worthwhile noting that, in principle, eq 20 allows
one to determine the double-harmonic vibrational polariz-
ability from measuredinfrared spectra. Equation 12 is not
directly useful for extracting second-harmonic vibrational
polarizabilities from an experiment.

This equation is a generalization of a known relation12

between infrared intensities and static polarizability. In the
past, this equation has been used to determine vibrational
polarizabilities from experimental IR data and from calcula-
tions.13 We include our derivation here because it appears
to be rather simple in comparison to previous derivations
that appear in the literature. Equation 20 follows immediately
from eq 17.29 of Born and Huang.14 It has also been derived
by Flytzanis.15 Probably the earliest modern discussion of
vibrational polarizabilities using quantum-mechanical deriva-
tions can be found in refs 16 and 17 where applications to
CHCl3 and CHF3 are discussed and the above formula is
derived within a sum over states method within the clamped
nucleus approximation. Equations 1 and A5 of ref 16b lead
to our eq 20. However, as noted in refs 16 and 17, one of
the earliest discussions dates back to 1924.18

In addition to the interaction discussed above, there are
other smaller vibrational effects that modify the polarizability
of a molecule. The presence of the field modifies the spring
constant matrix which changes the zero-point energy of the
molecule. Also, the occurrence of anharmonicity, both
diagonal and off-diagonal, leads to further corrections. We

are unaware of discussions on the role of off-diagonal
anharmonicity, but discussion of the zero-point effect and
diagonal anharmonicity may be found in ref 19. In the
notation of the work of Marti and Bishop, the above term is
equivalent to [µ2]0,0 in their paper.

II. Computational Details
The calculations presented below have been performed using
the NRLMOL suite of density-functional-based cluster
codes.20 The Perdew-Burke-Ernzerhof (PBE) energy func-
tional has been used in all calculations.21 The Kohn-Sham
equations are solved self-consistently for each electron in
the problem. Then the HF forces are calculated, and the
geometries are updated using standard force optimization
methods. Geometries were considered converged when the
force on each atom fell below 0.001 Hartree/Bohr. However,
for the Na and H2O clusters we used a tighter force
convergence criteria of 0.0001 Hartree/Bohr. The numerical
integration mesh was also significantly more dense for our
calculations on the water molecules. The method for generat-
ing the basis sets used for these calculations is discussed in
ref 22. These basis sets have been specifically optimized for
the PBE-GGA functional using a total-energy minimization
criteria for the isolated atoms. A unique feature of these basis
sets is that they satisfy a theorem, proved in ref 22, that the
shortest-range Gaussian function must scale as Z10/3 in order
to have the same uniform accuracy in the total energy as a
function of atomic charge. This feature aids in eliminating
basis-set superposition error between weakly interacting
atoms.23 For an entirely typical example we discuss fluorine
in some detail. For the fluorine atom we use 14-single
Gaussian exponents that range between 1.2317422× 105

and 0.11818616 Bohr-2. These are contracted to 5 s-type
functions, 4 p-type functions, and 3 d-type functions. In
addition ther2 s-types derived from the d-functions are also
used in the basis set. This leads to a total of 35 basis functions
on the fluorine atom. Two of the contracted s-states and one
of the contracted p-states are chosen so the energy of the
spin-unpolarized atom is the same as the result obtained from
a calculation using 14 single Gaussian for the s and p
manifolds. Basis sets and the unpublished geometries are
available upon request. For further discussion about how the
basis-set construction method used here performs relative
to large single-Gaussian basis sets, the interested reader is
referred to ref 11 which discusses the calculation of electronic
polarizabilities, dipole moments, and vibrational frequencies,
and infrared and Raman intensities for CH4, H2O, C2H2,
C2H4, and C2H6. Once the optimized geometries24-26 are
obtained, the vibrational frequencies, eigenvectors, and
dynamical charge tensors (ZR,iµ) are determined using the
method discussed in ref 11. We then use eq 20 to determine
the vibrational component of the polarizability. As discussed
in ref 11, the infrared and Raman spectra showed some
sensitivity to the inclusion of longer range polarization
functions. We have used such polarization functions for the
calculations displayed in Table. 1.

For a few cases where agreement between PBE-GGA,
Hartree-Fock (HF), and/or experiment seems uncharacter-
istic, we have performed Hartree-Fock calculations using

Miµ,jν ) Miδijδµν (14)

〈V|M|V′〉 ) δVV′ (15)

∑
V

|V〉〈V| ) M-1 (16)

K ) ∑
V

M|V〉 ωV
2 〈V|M (17)

K-1 ) ∑
V

|V〉 ωV
-2 〈V| (18)

Zâ,V ) â̂‚Z|V〉 (19)

Rvib,Râ ) ∑
V

ZR,VωV
-2ZV,â

T (20)
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a new exact-exchange option that we have implemented into
the NRLMOL code. Unless stated otherwise, these calcula-
tions have been performed using the default PBE-GGA basis
sets at the PBE-GGA geometry. We have performed these
calculations to eliminate the possibility that the deviation
between the methods is due to an underlying numerical,
geometrical, or basis-set completeness issue. For the Har-
tree-Fock calculations discussed here we have converged
the total energy to 10-9 Hartree and used the same finite
field approach as for the case of the PBE-GGA calculations.

III. Results
Table 1 presents calculations on several molecular systems
which include both covalent, ionic bonding, and hydrogen
bonding. It also include calculations on systems with both
loosely and tightly bound electrons. We have calculated both
the electronic and vibrational contributions to the polariz-
ability tensor. Agreement is generally good.

Fullerene Molecule.The polarizability of the Fullerene
molecules has been well studied both theoretically and
experimentally.27-31 Here we calculate the electronic polar-
izability to be 82.9 Å3 which is in good agreement with one
of the earliest density-functional calculations27 of 83.5 Å3.
This earlier calculation used the same code, a slightly
different version of DFT, slightly smaller basis sets, and
geometries that were not as well converged.27 The good
agreement between the early and most recent calculations

indicate that the electronic part of the neutral fullerene
polarizability is rather robust, and the experimental
polarizability28-31 is known to be very close to this number
as shown in Table 1 (79( 4). Within HF, Fowler, Lazzeretti,
and Zanasi have calculated the electronic polarizability of
the fullerene molecule to be 65.6 Å3. Their method is an
iterative AO-based version of the coupled HF procedure due
to McWeeny and Diercksen.33 Fowler et al. point out that
their result (65.6 Å3) is protected by the Hylleraas variation
principle and is guaranteed to be alower bound to the
coupled HF value provided the unperturbed wave function
is close enough to the HF ground state. More recently
Perpete, Champagne, and Kirtman34 have improved upon the
earlier HF calculation by including vibrational contributions
within the double-harmonic and “infinite optical frequency”
(e.g. static field) approximation. Their vibrational contribu-
tions used DFT-based normal coordinates. In this work they
find an electronic polarizability of 63.4 Å3. Their calculated
vibrational polarizability (0.78 Å3) is in reasonably good
agreement with the value obtained here (0.58 Å3.) Most
importantly, the uncertainty in calculated linear polarizabili-
ties is at least as large as these numbers. Whitehouse and
Buckingham35 have also calculated the static polarizability
of the C60 molecule as a function of basis set with the
Hartree-Fock approximation. They have confirmed the
earlier results showing a polarizability of 65.5 Å3 for their
largest basis sets. It appears that there are definitely devia-
tions between HF and PBE-GGA for the linear polarizability
of the C60 molecule.

Based on experiments, it has also been suggested that the
polarizability due to lattice relaxation is 2 Å3 (see ref 28)
which is small but still four times larger than the value
calculated here. In a recent letter Munn et al.36 have suggested
that the polarizability per fullerene molecule in a lattice may
exhibit further enhancements over the isolated fullerene
molecule and that the total polarizability associated with a
fullerene molecule in a lattice is deduced to be closer to 89.9
Å3. In ref 27 it has been shown that the polarizability of an
anion would indeed increase relative to the neutral which
lends some support to the their discussion.

The deviation could also be due to the lowerTh symmetry
that occurs when the icosahedral C60 molecules are placed
on a cubic lattice. Such a symmetry lowering would cause
some of the optically silent Gu and Hu modes to split and
partially fall into the IR active T1u manifold which in turn
could lead to additional vibrational polarizability. There will
also be weak IR activity due to weak intermolecular
vibrations activated by weakly broken translational sym-
metry.37 Also included in Table 1 are the electronic and
vibrational polarizabilities of a C60 molecule with an en-
dohedral Kr atom. The addition of the Kr atom adds another
infrared mode due to a rattling motion of Kr inside the C60

cage. The low-frequency Kr rattling mode is found to be at
88 cm-1, but the IR intensity associated with this mode is
1000 times smaller than the four T1u modes associated with
the fullerene cage. Because of this the vibrational polariz-
abilities are unchanged due to the addition of an inert
endohedral atom. More interesting, albeit beyond double-
harmonic, polarization effects do appear in alkali-doped

Table 1: Calculated and Experimental Vibrational
Polarizabilities (Å3) for Moleculesd

vibrational electronic

molecule theory expt theory expt

H2O 0.04 0.04 1.57 1.45
(H2O)2 23.30 3.19
(H2O)3 13.50 4.82
(H2O)5 14.52 8.13
NF3 1.15 0.70 3.07 2.81
HCCH 0.48 0.45 3.56 3.40
CH4 0.04 0.03 2.63 2.60
TiCl4 2.04 >1.68 15.03 15.0
SF6 2.29 2.29 5.15 4.49
SiF4 2.09 1.75 3.72 3.32
HCN 0.21 0.14 2.62 2.59
H3CNC 0.07 4.87
H3CCN 0.03 0.04 4.59 4.28
C60@Kra 0.55 83.3
C60 0.58 2.0 82.9 79 ( 4
Na2 0.00 35.91 37.91-40.0[*]
Na3 1.72 60.89 69.8[*]
Na8 0.63 116.2 133.5[*]
NaF 0.29 2.71
(NaF)2 9.08 3.94 20.7 ( 3.1[*]
(NaCl)2 8.94 13.06 23.4 ( 2.5[*]
Ti8C12

b 3.72 56.40
As@Ni12@As20

c 4.56 140.86
a Reference 24. b Reference 25. c Reference 26. d This is one-third

of the trace of the polarizability tensor. Unless otherwise stated the
experimental values are taken from ref 12. Experimental data for C60

is from refs 28-31 and references therein. For the pure sodium
clusters, the experimental values are total polarizabilities (denoted
with an *) which have been taken from refs 51, 52, and 54.
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fullerene molecules which have been shown to relax off-
center,38 create the potential for Jahn-Teller distortions,38,39

and exhibit interesting polarization effects, within the
molecule and when exposed to an external field. Tempera-
ture-dependent model calculations, based upon HF-based
energetics of the rattling ion, of this effect have been
investigated by Whitehouse and Buckingham.35

Acetylene.The acetylene molecule provides an interesting
test case because the anisotropy of the polarizability tensor
is reversed significantly by the inclusion of the vibrational
terms. For example, in Å3 the electronic and vibrational
polarizability tensors have been measured to be (2.43, 2.43,
5.12) and (0.667, 0.667, 0.027), respectively. Density
functional theory yields (2.96, 2.96, 4.78) and (0.71, 0.71,
0.030) Å3 which is in reasonably good agreement with
experiment. In ref 7, careful studies on the acetylene
molecule have been performed as a function of basis set and
level of correlation. They point out that their calculated
vibrational polarizabilities are not very sensitive to either
basis set choice or level of correlation. Russell and Spackman
find an average vibrational polarizability of 0.41 Å3 which
is slightly less than the experimental polarizability of Gussoni
(0.45 Å3 and the PBE-GGA values of 0.48 Å3 reported here.

Halogen Containing Ionic Molecules.Halogen contain-
ing compounds are known to exhibit high vibrational
polarizabilities as would be expected since they make very
good ionic systems.16,17We have performed calculations on
NaF, Na2F2, Na2Cl2, SF6, SiF4, and TiCl4. Of the molecules
in this size regime listed in the large database of Gussoni,
the latter three stand out as having very large vibrational
contributions. The agreement between theory and experiment
is in the neighborhood of 15% for these systems.

In a recent letter, Andrade et al.40 have calculated the
vibrational polarizability for NaF with HF. The calculated
double-harmonic vibrational polarizability (labeled nuclear
relaxation term in their work) is 0.35 Å3 (HF) and in
relatively good agreement with our PBE-GGA calculation
of 0.29 Å3. Andrade et al. find that higher levels of theory
do not change their result significantly. However, agreement
between HF and PBE-GGA is not good for the electronic
polarizibility. They find an average electronic polarizability
of 1.34 Å3 which is in good agreement with the work of
Pluta41 (1.32 Å3) but roughly half the size of what we have
calculated for NaF. To eliminate the possibility that this
deviation is due to the basis set employed here, we have
repeated our PBE-GGA calculation (bond length is 1.950
Å) for NaF using a very large basis set. For fluorine, we
have used 14-single s-Gaussians (1.232× 105 e Ri e 0.118),
14-single p-Gaussians (1.232× 105 e Ri e 0.118), and
6-single d-Gaussians (10.03e Ri e 0.118). For sodium, we
have 14-single s-Gaussians (2.515× 105 e Ri e 0.0269),
14-single p-Gaussians (2.515× 105 e Ri e 0.0269), and
6-single d-Gaussians (3.998e Ri e 0.0.0269). We find
transverse and longitudinal polarizabilities of 2.379 and 3.298
Å3 leading to an isotropic electronic polarizability of 2.685
in good agreement with the answer obtained from our
default-DFT basis sets in Table 1. We have also repeated a
HF calculation for NaF using the same default-DFT basis
set and for applied electric fields of 0.0001, 0.0002, 0.0004,

0.0008, and 0.0016 atomic units. We find longitudinal and
transverse polarizabilities of 1.30 and 1.24 Å3, respectively,
leading to an average polarizability of 1.26 Å3 which is
slightly smaller than that of Pluta and Andrade and once
again significantly smaller than our PBE-GGA result. Thus
it appears that there is, again, a real difference between PBE-
GGA and Hartree-Fock for the case of the NaF molecule.

While we have been unable to find experimental work on
the NaF monomer, Guella et al.42 have measured the
polarizability for many alkali-halide dimers so we have
performed calculations on some of these structures to make
contact with experiment. Our calculated total values for
(NaF)2 and (NaCl)2 polarizabilities are 13.12 and 22 Å3

respectively. While the (NaCl)2 is in good agreement with
the T ) 1030 K experimental value (23.4( 2.5 Å3) a
significantly large deviation is observed for the seemingly
simpler case of (NaF)2 which has aT ) 1221 K experimental
value of 20.7( 3.4 Å3.

Isomeric Dependencies.Acetonitrile (CH3CN) and me-
thylisonitrile (CH3NC) have the same chemical composition.
However, the former has the two carbon atoms bound to
one another, while the latter has the nitrogen bound to the
methyl radical. This causes a 5% difference in the electronic
polarizability and a factor of 2 difference in the vibrational
polarizability. The source of the deviation in the vibrational
polarizability is clearly due to changes in the spring constant
matrix since eq 11 shows that changes of mass cannot perturb
the vibrational contributions within the double harmonic
approximation.4 There is a 1-fold mode at 2269 cm-1 for
acetonitrile that is reduced to 2149 cm-1 for methylisonitrile.
In addition to a reduction in the vibrational frequency, the
infrared intensity of the methylisonitrile is 2.57 compared
to 0.227 in the case of acetonitrile. This mode accounts for
about 75% of the difference in the vibrational polarizability.
The large change in infrared intensity in this frequency range
should be a clear indicator of methylisonitrile isomerization
to acetonitrile at higher temperatures.

Sodium Clusters.In two recent papers43 Blundell, Guet,
and Zope and Kronik, Vasiliev, and Chelikowsky44 have
calculated the temperature dependence of polarizabilities in
sodium clusters. They show that temperature effects enhance
the apparent polarizability at 300 K. This temperature
enhancement appears to account for most of the difference
between experiment and the calculated electronic polariz-
abilities from many different theoretical calculations.45-50 Our
results show that the vibrational contribution to the polar-
izability is indeed small for the sodium clusters which
supports the assertion that temperature effects are important
in these systems.

To make contact with other works we note that Maroulis6

has performed benchmark calculations on the Na2 as a
function of basis set and level of correlation. For Hartree-
Fock (HF) his results are essentially converged as a function
of basis set, and an average value of 40.35 Å3 has been found.
As noted by Maroulis, this value is larger than the DFT value
of 35.91 Å3. The experimental values range between
37.9151,52and 40.0053,54with the larger value corresponding
to the more recent experimental work. According to the CRC,
the small and large values are low- and high-temperature
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values, respectively.55 To ensure that the deviation is indeed
a HF vs GGA-PBE we have repeated the HF calculation for
the Na2 polarizability with NRLMOL. Using default DFT
basis sets and the PBE-GGA bond length, we find transverse
and longitudinal polarizabilities of 32.8 Å3 and 52.2 Å3 at
the PBE-GGA geometry in very good agreement with the
large-basis-set calculations of Maroulis (34.07 Å3 and 52.92
Å3, respectively).

Weakly Bound Molecules.As mentioned in our discus-
sion of fullerene molecules the vibrational polarizability
between two weakly bound molecules could be enhanced if
the weak intermolecular vibrations are IR active. As dis-
cussed in ref 56 the water dimer represents an extreme
example of this case. As shown in Table 1, we find the
electronic polarizability of this molecule (3.19 Å3) to be
approximately twice that of a water monomer. The electronic
polarizabilities obtained for the water trimer and pentamer
also show a linear scaling as a function of the number of
molecules. This result is in good agreement with the work
of Maroulis5 (2.90 Å3) and Eckart et al. (2.48 Å3).56 Maroulis5

have carefully studied the electronic polarizability as a
function of both basis set and level of correlation. The
uncertainties due to these effects are at most 12.5% indicating
that large deviations from these values must be due to other
effects. Our calculated double-harmonic vibrational polar-
izability of 23.30 Å3 is indeed a factor of 7 times larger than
the electronic polarizability. Eckart et al. find this term to
be even larger (39.2 Å3) and further demonstrate that
anharmonic corrections enhance the vibrational component
of the dimer by an additional factor of 3. The large
vibrational enhancement in polarizability in going from the
monomer to dimer is indeed interesting. In particular, the
scaling of this term as a function of system size is impossible
to guess based upon the results of the monomer and dimer.
It is reasonable to expect that this large result should be an
upper limit since a dielectric medium that is coupled to an
IR active mode should counteract the IR activity and thus
the vibrational polarizability. So the presence of more water
molecules should lead to a vibrational polarizability that is
eventually sublinear in the total number of molecules. To
partially address this point we have performed additional
calculations on the trimer and pentamer. Our results show a
decrease in the total vibrational polarizability in going from
the dimer to the trimer and a flattening of the total vibrational
polarizability for the pentamer. For the pentamer the ratio
of the vibrational to electronic polarizability has decreased
significantly from seven for the dimer to slightly less than
two for the pentamer. Overall, these results show that weak
intermolecular vibrations can enhance the vibrational polar-
izability over what is determined from intramolecular vibra-
tions.

IV. Summary
We have used the PBE-GGA functional to calculate elec-
tronic polarizabilities and vibrational polarizabilities using
a finite-field method and NRLMOL on a relatively large
collection of small to intermediate size clusters and mol-
ecules. The double-harmonic approximation has been em-
ployed here which allows, in principle, direct comparison

to experiment through accurate measurements of infrared
spectra. We have compared our electronic and vibrational
polarizabilities to experiment and other theoretical calcula-
tions. For the most part, the PBE-GGA vibrational polariz-
abilities are in good agreement with both experiment and
the work here suggests that DFT will be a good computa-
tional tool for the study of vibrational polarizabilities of
clusters and molecules especially for systems where where
the vibrational polarizability is known to be large.

However, there are a few notable exceptions where the
results exhibit rather large dependencies upon method. For
the fullerene molecule, the vibrational polarizabilities, as
calculated here and elsewhere within Hartree-Fock, are in
relatively close agreement with one another but are a factor
of 3-4 smaller than experiment. For the electronic polariz-
ability, where experiment and PBE-GGA agree quite well,
the HF result is significantly smaller. For NaF, Hartree-
Fock (three different calculations) and PBE-GGA differ by
a factor of 2 on the electronic polarizability but are within
17% for the vibrational polarizability. An experimental value
for the electronic polarizability of NaF is unavailable. The
combined PBE-GGA electronic and vibrational polarizability
values for (NaF)2 is significantly smaller than the experi-
mental result; however, agreement between experiment and
PBE-GGA returns for the isoelectronic (NaCl)2 molecule.
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Abstract: DFT (B3LYP as well as a number of common exchange-correlation functionals)

predicts a low-spin Fe(IV) ground state for Fe(P)F2 (P ) porphyrinato), whereas electrochemical

evidence has apparently indicated an Fe(III) porphyrin π-cation radical formulation for such a

species. Ab initio CASPT2 calculations favor a high-spin porphyrin π-cation radical as the ground

state by a significant energetic margin, thus dramatically overturning the DFT results. In contrast,

both DFT and CASPT2 calculations correctly indicate a true Mn(IV) ground state for Mn(P)F2.

The remarkable failure of DFT to correctly predict the metal- versus ligand-oxidized nature of

Fe(P)F2 may have significant ramifications for the theoretical modeling of heme protein reaction

pathways where until now the performance of DFT has raised little concern.

Introduction
It is not often that the nonexistence of something makes an
interesting story, but in this case we believe that it does. In
a narrow sense, our main conclusion here is that difluoroiron
porphyrins do not exist as ground-state Fe(IV) species.1

However, the wider implications of our resultspotentially
impact many theoretically derived insights into the reaction
pathways of iron enzymes such as cytochrome P450.2 One
such insight is that a particular heme protein-mediated
oxidation may involve multiple electronic states of a high-
valent iron (compound I) intermediate3 or even multiple
reactive oxygen species,4 such as a compound Iandan Fe-
(III) hydroperoxide. Clearly, it would be of interest to
evaluate the energetics of the different conceivable reaction
pathways by means of high-quality quantum chemical
methods, and, indeed, DFT calculations have already resulted
in significant progress in this area.2b,3 Unfortunately, there
has been little calibration of the quality of the DFT energetics
results against more reliable methods such as CASPT2 and
CCSD(T),5 which should not be particularly surprising, given

that any even moderately realistic models of heme protein
intermediates are plainly beyond the reach of current
implementations of high-level ab initio correlated methods.
A key problem with DFT is that most, if not all, currently
available functionals provide an unreliable description of the
energetics of the low-lying spin states of open-shell transi-
tion-metal complexes. In particular, for high-valent transition-
metal complexes,6 DFT does not always correctly describe
the relative energetics of metal- versus ligand-centered
oxidation.7 For example, for one-electron-oxidized five-
coordinate iron(III) porphyrin derivatives, DFT unduly favors
low-spin Fe(IV) oxidized states relative to high-spin Fe(III)
porphyrinπ-cation radical states.7a

To calibrate the performance of DFT vis-a`-vis these
problems, we have investigated the energetics of the low-
lying states of the highly symmetric (D4h) species, Fe(P)F2
(P ) porphyrinato), the point being to determine whether it
is an Fe(IV) species or an Fe(III) porphyrin “π-cation”
radical. While DFT calculationss regardless of the functional
(for a number of common functionals tested)sprefer an S
) 1 Fe(IV) ground state, electrochemical evidence1a suggests
the latter description. The authors of a DFT study suggested
that solvent effects such as hydrogen bonding interactions
involving the axial fluorides might destabilize the Fe(IV)
states in the electrochemical studies, favoring instead an Fe-
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(III) π-cation radical.1a In light of our recent critical
evaluations of DFT,5,7 we entertained an alternative explana-
tion for this apparent discrepancy between theory and
experiment: we surmised that perhaps a nonradical Fe(IV)
species is not observed simply because it does not exist! We
present here ab initio multiconfiguration reference second-
order perturbation theory (CASPT2) calculations with large
basis sets and different active spaces (denoted below as AS1
and AS2) that lend support to our suspicion. As control
studies, similar calculations were also carried out for the low-
lying electronic states of Mn(P)F2, where a true Mn(IV)
ground state seems well-established8,9 as well as for the two
lowestπ-cation radicals of zinc porphine, Zn(P).10

Methods
DFT geometry optimizations for different electronic con-
figurations of Fe(P)F2, Mn(P)F2, and [Zn(P)]+,0 were carried
out with the B3LYP functional,D4h symmetry constraints,
and default grids and convergence criteria implemented in
the TURBOMOLE program system.11 The basis sets used
in these calculations were of TZP quality, with an extra
diffuse sp set on Cl and an extra d and an f function on the
transition metal.

CASSCF and CASPT2 calculations were carried out on
the B3LYP optimized structures with the MOLCAS 5.1
program system.12 (Attempts were also made to perform
coupled-cluster calculations, but these proved too computa-
tionally demanding.) The basis sets used in the CASPT2
calculations comprised correlation-consistent polarized va-

lence double-ú (cc-pVDZ) basis sets on H, C, and N,13 the
augmented aug-cc-pVDZ set on Cl,14 and a new [6s 5p 4d
3f 2g] atomic natural orbital (ANO) basis on Mn.15 The latter
basis set is designed to properly account for 3s3p correlation.
The zeroth-order Hamiltonian for the CASPT2 calculations
was the g3 choice suggested by Andersson16 and an
imaginary level shift of 0.3 au (based on exhaustive
investigation of smaller transition-metal-containing mol-
ecules) as proposed by Forsberg and Malmqvist17 was used
to ensure convergence of the CASPT2 iterative equations.
In the CASPT2 calculations, all valence electrons were
correlated, including the iron 3s and 3p electrons.

For Zn(P), the smaller active space AS1 comprised the
four porphyrin frontier MOs, viz. the highest occupied a1u

and a2u MOs and the lowest unoccupied eg MOs. However,
although this active space is adequate for describing the
absorption spectrum, it is less satisfactory for ionization
potentials, for which it was necessary to extend the active
space (now called AS2) by adding four more MOs, namely
the highest occupied eg MOs and the lowest empty a1u and
a2u MOs.

For Fe(P)F2 and Mn(P)F2, the smaller AS1 active space
comprised the four porphyrin frontier MOs mentioned above,
the five metal 3d orbitals, the highest metal-F bonding MO
(a1g) and its antibonding counterpart (a1g). The larger active
space AS2 included the extra four porphyrin MOs mentioned
above for Zn(P). These active spaces were chosen by detailed
consideration of CASPT2 natural orbital occupation numbers.

Table 1. B3LYP, CASPT2(AS1), and CASPT2(AS2) Energies (eV) for Selected Low-Lying States of Fe(P)F2, Mn(P)F2, and
[Zn(P)]+a

occupations

metal d porphyrin relative energy (eV)

molecule; electronic configuration S
dxy

(b2g)
dxz,dyz

(eg)
dz2

(a1g)
dx2-y2

(b1g
) a1u a2u B3LYP

CASPT2
(AS1)

CASPT2
(AS2)

Fe(P)F2

S ) 1 Fe(IV); dxy
2(dxzdyz)2 1 2 2 0 0 2 2 0.00 0.00 0.00

S ) 2 Fe(IV); dxy
1(dxzdyz)2dx2-y2

1 2 1 2 0 1 2 2 0.95 0.57 0.47
S ) 2 Fe(IV); dxy

1(dxzdyz)2dz2
1 2 1 2 1 0 2 2 1.07 1.01

S ) 5/2 Fe(III); a1u radical; ferro 3 1 2 1 1 1 2 0.59 0.47 0.16
S ) 5/2 Fe(III); a1u radical; antiferro 2 1 2 1 1 1 2 0.59 0.47
S ) 5/2 Fe(III); a2u radical; ferro 3 1 2 1 1 2 1 0.30 -0.31 -0.42
S ) 5/2 Fe(III); a2u radical; antiferro 2 1 2 1 1 2 1 0.35 -0.27

Mn(P)F2

S ) 3/2 Mn(IV); dxy
1(dxzdyz)2 3/2 1 2 0 0 2 2 0.00 0.00 0.00

S ) 2 Mn(III); a1u radical; ferro 5/2 1 2 0 1 1 2 1.02 1.31 1.19
S ) 2 Mn(III); a1u radical; antiferro 3/2 1 2 0 1 1 2 1.03 1.32
S ) 2 Mn(III); a2u radical; ferro 5/2 1 2 0 1 2 1 0.75 0.59 0.60
S ) 2 Mn(III); a2u radical; antiferro 3/2 1 2 0 1 2 1 0.75 0.61
S ) 2 Mn(III); a1u radical; ferro 5/2 1 2 1 0 1 2 1.55 2.05
S ) 2 Mn(III); a1u radical; antiferro 3/2 1 2 1 0 1 2 1.58 2.06
S ) 2 Mn(III); a2u radical; ferro 5/2 1 2 1 0 2 1 1.35 1.22
S ) 2 Mn(III); a2u radical; antiferro 3/2 1 2 1 0 2 1 1.34 1.23

[Zn(P)]0,+

Zn(P) 0 2 4 2 2 2 2 0.00 0.00 0.00
[Zn(P)]+; a2u radical 1/2 2 4 2 2 2 1 6.75 6.27 6.29
[Zn(P)]+; a1u radical 1/2 2 4 2 2 1 2 6.77 6.78 6.59

a D4h irreps are used throughout. Energy zero levels are indicated in bold. Abbreviations: ferro ) ferromagnetic coupling; antiferro )
antiferromagnetic coupling.
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Because the two S) 2 Fe(IV) states studied (shown in
Table 1) are of different symmetriess 5B1g and5A1g s they
were optimized separately with B3LYP calculations, exploit-
ing full D4h point group symmetry. However, the CASSCF/
CASPT2 calculations could only be performed withD2h

symmetry where both Fe(IV) quintet states fall in the same
irreducible representation. We therefore performed a two-
root CASSCF/CASPT2 calculation for the two quintet states;
such a calculation produces a slightly different energy for
the lower state relative to what is obtained in a single-root
calculation. For the best estimate for the energy of the higher
S ) 2 Fe(IV) state, we combined the calculated (two-root)
energy difference between the two states with the single-
root energy for the lower state.

Results and Discussion
Table 1 presents B3LYP and CASPT2 energies for the
B3LYP optimized geometries of a number of Fe(P)F2, Mn-
(P)F2, and [Zn(P)]0,+.

With the B3LYP functional (as well as with most other
common functionals), generally believed to be one of the
best for transition-metal calculations, the low-spin Fe(IV)
ground state is clearly indicated for Fe(P)F2. In contrast, at
the CASPT2 level with the smaller AS1 active space, the
ground state is a high-spin Fe(III) porphyrin A2u radical; as
expected on the basis of orthogonality of the metal d and
porphyrin a1u and a2u MOs, ferromagnetic versus antiferro-
magnetic coupling between the metal and the radical does
not seem to significantly affect the energy of the species.
At the CASPT2(AS1) level, the low-spin Fe(IV) state is
about 0.3 eV above the ground state, while the lower of two
high-spin Fe(IV) states studied (see Table 1) is about 0.8
eV above the ground state. In addition, a high-spin Fe(III)

porphyrin A1u radical is also about 0.8 eV above the ground
state at the CASPT2(AS1) level.

CASPT2 calculations with the larger active space AS2
essentially confirm the above picture: the ground state is a
high-spin Fe(III) porphyrin A2u radical, while the low-spin
Fe(IV) state and a high-spin Fe(III) A1u radical state are about
0.5 and 0.6 eV, respectively, higher in energy. In other words,
the CASPT2 calculations are consistent with the experimental
observation of an electrooxidized porphyrin radical state.

To what extent should we believe the CASPT2 results?
To explore this issue, we turn to our controls, Mn(P)F2 and
[Zn(P)]0,+. Consistent with experimental evidence8 and
earlier DFT(PW91/TZP) calculations,9 CASPT2(AS1) cal-
culations clearly indicate an S) 3/2 Mn(IV) ground state,
while high-spin Mn(III) porphyrinπ-cation radical states are
several tenths of an eV above the ground state (see Table
2).

For a particular metal electronic configuration, the CASPT2-
(AS1) energy difference between the A1u and A2u radicals
may seem excessive, in view of the four-orbital model, which
stipulates near-degenerate porphyrin HOMOs. However, the
larger active space AS2 results in comparatively smaller
differences in the A1u and A2u radical energies, e.g., as shown
in Table 1, the A1u π-cation radical of Zn(P) is only 0.3 eV
higher in energy than the A2u radical, which is reasonably
in line with the four-orbital model.

Table 2 presents the CASSCF Mulliken spin populations
for the various open-shell species studied. In general, these
do not warrant much comment. The various A1u and A2u

radicals exhibit their typical and well-known spin density
profiles.9,10For the S) 1 Fe(IV) and S) 3/2 Mn(IV) states,
note the significant minority spin populations on the por-

Table 2. Selected CASSCF Atomic Spin Populations for Fe(P)F2, Mn(P)F2, and [Zn(P)]+

molecule; electronic configuration S M F CR Câ Cmeso N

Fe(P)F2

S ) 1 Fe(IV); dxy
2(dxzdyz)2 1 2.1676 -0.0087 0.0000 -0.0003 -0.0012 -0.0356

S ) 2 Fe(IV); dxy
1(dxzdyz)2dx2-y2

1 2 4.1051 -0.0882 0.0070 0.0024 0.0068 -0.0078
S ) 2 Fe(IV); dxy

1(dxzdyz)2dz2
1 2 4.2287 -0.1051 0.0006 -0.0001 0.0000 -0.0054

S ) 5/2 Fe(III); a1u radical; ferro 3 4.9584 0.0157 0.1187 0.0272 -0.0302 -0.0090
S ) 5/2 Fe(III); a1u radical; antiferro 2 4.6312 0.0141 -0.0621 -0.0173 -0.0037 -0.0021
S ) 5/2 Fe(III); a2u radical; ferro 3 4.9561 0.0182 -0.0112 0.0008 0.2005 0.0694
S ) 5/2 Fe(III); a2u radical; antiferro 2 4.6291 0.0127 -0.0046 -0.0027 -0.1024 -0.0460

Mn(P)F2

S ) 3/2 Mn(IV); dxy
1(dxzdyz)2 3/2 3.2168 -0.0207 0.0006 -0.0004 -0.0020 -0.0422

S ) 2 Mn(III); a1u radical; ferro 5/2 4.0204 -0.0160 0.1188 0.0269 -0.0307 -0.0079
S ) 2 Mn(III); a1u radical; antiferro 3/2 3.6138 -0.0142 -0.0559 -0.0154 -0.0028 -0.0007
S ) 2 Mn(III); a2u radical; ferro 5/2 4.0185 -0.0136 -0.0114 0.0005 0.2006 0.0721
S ) 2 Mn(III); a2u radical; antiferro 3/2 3.6160 -0.0174 -0.0039 -0.0021 -0.0913 -0.0410
S ) 1 Mn(III); a1u radical; ferro 5/2 3.6056 -0.0186 -0.0039 -0.0022 -0.0888 -0.0407
S ) 1 Mn(III); a1u radical; antiferro 3/2 1.3373 0.0043 -0.0312 -0.0090 -0.0010 -0.0050
S ) 1 Mn(III); a2u radical; ferro 5/2 3.6051 -0.0145 -0.0544 -0.0167 -0.0024 0.0007
S ) 1 Mn(III); a2u radical; antiferro 3/2 1.3380 0.0027 -0.0027 -0.0015 -0.0495 -0.0276

[Zn(P)]0,+

Zn(P) 0 0 0 0 0 0
[Zn(P)]+; a1u radical 1/2 0.0000 0.0949 0.0262 0.0056 0.0018
[Zn(P)]+; a2u radical 1/2 0.0195 0.0102 0.0092 0.1508 0.0544
a D4h irreps are used throughout. Abbreviations: ferro ) ferromagnetic coupling; antiferro ) antiferromagnetic coupling; M ) metal.
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phyrin nitrogens, something that has also been observed in
DFT calculations on a number of other metalloporphyrins.9,18

The reasonableness of the CASPT2 results for Mn(P)F2

and Zn(P) lends credence to our conclusions regarding Fe-
(P)F2, where CASPT2 results in a major upheaval of the DFT
energetics of the low-lying spin states. Hence, we feel
comfortable concluding that Fe(P)F2 probably does not exist
as a ground-state Fe(IV) species. The broader implications
of our results may be illustrated with reference to the
following mechanistic and electronic-structural problems: (a)
describing the relative energetics of alkene epoxidation by
a compound I (typically an FeIVO porphyrinπ-cation radical)
versus an FeIIIOOH intermediate; (b) describing the relative
energetics of homolysis versus heterolysis of an FeIIIOOH
intermediate (Both pathways have been proposed for heme
oxygenase.);19 and (c) describing the issue of metal- versus
ligand-oxidized nature of Fe(corrolato)Cl complexes.20 To
reliably address these problems, we need to accurately
calculate the relative energetics of different Fe spin and
oxidation states. As shown above, this is clearly a problem
for DFT. There can be little doubt that the importance of
these and other problems will spur continued development
of high-quality exchange-correlation functionals as well as
efforts to expand the range of application of high-level
correlated ab initio methods to larger, more biologically
relevant systems.
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Abstract: The H-D nuclear spin-spin coupling constants J(H-D) of 14 heavy transition-metal

dihydrogen and dihydride complexes were calculated with density functional theory using the

“zeroth-order regular approximation” (ZORA) for the one-electron operators. The applied gradient-

corrected density functional was able to achieve an average agreement with experimental data

that is almost comparable to what has been obtained recently with hybrid functionals [J. Am.
Chem. Soc. 2004, 126, 14249]. However, a systematic overestimation of J(H-D) for complexes

with short H-D distances was obtained, which could be traced back to problems of the gradient

functional to describe the H-D coupling in free dihydrogen well. We implemented gradient

corrections for the exchange-correlation (XC) kernel and employed a basis sets with high-

exponent 1s function for the coupled hydrogens. The gradient terms in the XC kernel turned

out to be very important in order to achieve reasonable agreement with experimental coupling

constants. On the other hand, our study reveals that spin-orbit relativistic corrections on the

H-D coupling constants are comparatively small and need not to be considered at the accuracy

level of currently available “standard” density functionals. The discussion of the results highlights

the strong dependence of the coupling constants on the H-D distance and the possibility of

large vibrational contributions to them. We also discuss the coupling constant for the hydrogen

molecule in detail because of its relevance to the coupling in dihydrogen and dihydride complexes.

1. Introduction
A number of authors have pointed out the sensitivity of H-D
nuclear spin-spin coupling constants with respect to the
H-D distance inη2-dihydrogen1 and dihydride complexes
of transition metals.1-6 Of particular interest is the relation-
ship betweenJ(H-D) and the H-D distance. Its knowledge
allows for estimating the H-D distance in such complexes
in solution from NMR measurements ofJ(H-D). This has
been recently emphasized again in ref 7. For instance,

dihydrogen complexes can be classified as “elongated” based
on solution NMR measurements. A recent example can be
found in ref 8 which reported the synthesis and properties
of iridium bis(phosphinite) pincer complexes. Elongated
dihydrogen complexes afford H-H distances between 1.0
and 1.6 Å, whereas the H-H distance in true dihydrogen
complexes is close to the 0.74 Å found for H2 itself.
Typically, H-H distances in dihydrogen complexes range
from about 0.8 to 1.0 Å. Once the H-H distance increases
to 1.6 Å, the complex is classified as a dihydride instead.
From the shape of the potential energy surface (PES) in the
H-H stretch region, Gelabert et al. have also identified
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“compressed dihydride” complexes. The classification de-
pends on whether the deepest minimum of the PES of
elongated complexes is rather in the dihydrogen or in the
dihydride regime.4 Due to the small mass of the hydrogen
isotopes, the measured H-D coupling constant might be
strongly influenced by stretching and bending motions of
the H-Me-D subsystem. Thus, elongated dihydrogen and
compressed dihydride complexes can be expected to exhibit
different temperature dependence ofJ(H-D).4

Besides structural information for newly synthesized metal
complexes, an important application of NMR measurements
on complexated H2 is related to the safe storage and handling
of hydrogen, which represents one of the challenges for use
of hydrogen in mobile energy generation.12,15,17 In this
context, nuclear magnetic resonance has established itself
as one of the most powerful, nondestructive techniques for
the analysis of structure, composition, and dynamics of guest
molecules in microporous materials.10,13 NMR spin-spin
coupling constants provide a sensitive probe of the interac-
tions of the H2 guests with transition-metal centers in such
systems, particularly because of their sensitivity to the H-H
distance. As a result, NMR can be used to follow the
transition between physisorption and chemisorption regimes
in a hydrogen storage system. In such situations, first-
principle calculations might permit discrimination between
different possible structural interpretations of the experi-
mental data.

From a theoretical/computational viewpoint, the prediction
or verification of NMR parameters for transition-metal
complexes, in particular with heavy metals, is not unproblem-
atic.20-23 The reason is the sensitivity of NMR parameters
to internal and external influences. It is necessary to treat
electron correlation, relativistic effects, but also the influence
from the complexes’ chemical environment (usually solvent
molecules) simultaneously at a high level. Prior experience
with density functional theory (DFT) calculations of metal
chemical shifts has shown that hybrid functionals such as
B3LYP perform quite well for 3d metals24 (in particular for
Fe chemical shifts25 where nonhybrid DFT was shown to
fail spectacularly). However, a reinvestigation of Fe shifts
has recently shown that the hybrid DFT results might
deteriorate in case this functional is used also for the
geometry optimizations.26 Ligand chemical shifts in metal
complexes, on the other hand, are often well described at
the nonhybrid DFT level. Similar conclusions were drawn
for metal-ligand nuclear spin-spin coupling constants.20

Somewhat surprisingly, for spin-spin coupling constants
between ligands in metal complexes there are only a few
computational data available in the literature. For a survey
of DFT studies published up to late 2003 we refer the reader
to ref 20. Acceptable agreement with experimental results
and, more importantly, the observed trends could, for
example, be achieved in studies of two-bond P-P couplings
in Cp*(L)M)PAr (M ) Co, Rh, Ir, L ) PR3 or CO,
Ar ) Mes*)27 and group VI metal carbonyl phosphines
M(CO)4(PH3)2 (M ) Cr, Mo, W),28,29for the Si-H coupling
constant in (η5-C5H5)(CO)2MnHSiCl3,30 for the three-bond
C-C coupling in [(NC)5Pt-Tl(CN)]-,31 and for H-D
coupling in Os dihydride complexes.32,33 So far, the small

number of computational studies of ligand-ligand coupling
constants in metal complexes does not permit the drawing
of general conclusions as to which computational model
generally performs best.

A first-principles computational study ofη2-dihydrogen
complexes of Os(II) of the form [η2-H2Os(NH3)4L] was
carried out by Hush et al. already in 1994.32 Hartree-Fock
and MP2 methods were employed but neither did yield
acceptable agreement with the experimentally observed
trends for different ligands L. A follow-up study using DFT,
on the other hand, was able to achieve a much improved
agreement between theory and experiment,33 though for some
ligands L (Cl-, acetate) sizable differences between the
calculated and measured values ofJ(H-D) remained. The
success of DFT was attributed to the treatment of electron
correlation, which is certainly an important aspect in NMR
calculations in general34 and for transition-metal systems in
particular.20 More recent computational studies ofJ(H-D)
in η2-dihydrogen complexes can be found in refs 7, 3, and
4. A comparatively large number of complexes with different
metals were optimized in ref 7 using the mPW1PW91 hybrid
density functional. The same functional was applied in
subsequent computations of nuclear spin-spin coupling
constants. Good agreement with experimental data was
obtained. The calculations also showed that the coupling
constants for the most elongated systems have negative signs.
All previous computational studies of H-D coupling con-
stants were considered relativistic effects by using scalar
relativistic effective core potentials (ECPs).

So far, the question of whether spin-orbit coupling at the
metal center has any influence onJ(H-D) has not been
addressed, though such an influence might be important in
particular for strongly elongated H-D bonds with concomi-
tant small coupling constants. A part of the coupling could
be mediated and influenced by the metal’s valence orbitals
in this case. Further, the influence of the density functional
on the combined geometry optimization/coupling constant
calculation is unclear. In the present work we address these
issues. We have recently implemented gradient corrections
for the exchange-correlation (XC) kernel in calculations of
spin-spin coupling constants. Thus, we have in addition
taken the opportunity to investigate the question of their
importance in nuclear spin-spin coupling constant calcula-
tions as part of the present study. As it turned out, their
influence is large forJ(H-D) and improves the agreement
with experiment and hybrid DFT calculations substantially
for complexes with medium to large H-D internuclear
distances.

This work is organized as follows: In section 2 we
summarize the computational details. The results of our com-
putations in comparison with experimental data and the com-
putations of ref 7 are presented and discussed in section 3.
We conclude this work with a short summary in section 4.

2. Computational Details
We have performed the computations for the present study
with the spin-orbit relativistic DFT approach for nuclear
spin-spin coupling constants developed by Autschbach and
Ziegler37,38 and implemented in the Amsterdam Density
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Functional (ADF) program package.41-43 It is based on the
two-component zeroth-order regular approximate (ZORA)
relativistic one-electron Hamiltonian.39,40 DFT exchange-
correlation contributions in the calculations are based on
nonrelativistic density functional expressions evaluated with
the relativistic electron density obtained from the ZORA
Fock operator.

The spin-spin coupling constant within the relativistic
ZORA formalism consists of four terms that we denote by
Fermi-contact (FC), spin-dipole (SD), and the paramagnetic
and diamagnetic orbital terms (OP and OD). As in previous
work,31,44-47 we have chosen the well-known nonrelativistic
nomenclature48,49for the four terms because, first, they yield
the respective FC, SD, OP, and OD terms of Ramsey’s
nonrelativistic theory in the nonrelativistic limit (speed of
light c f ∞), and, second, they can be interpreted in a similar
way.37,50 In most scalar relativistic calculations, we have
omitted the expensive computation of the SD contribution
after test calculations had shown that its magnitude is small
for all complexes. The SD term has been included in all
spin-orbit calculations since there it leads only to a marginal
increase in computational time. The spin-orbit results also
contain important cross terms between OP and FC and OP
and SD, respectively.44

In ref 7, geometry optimizations of the metal-dihydrogen
complexes were performed using the mPW1PW91 hybrid
density functional which includes modified Perdew-Wang
exchange and Perdew-Wang 91 correlation terms.51-53

Relativistic corrections were included in the computations
via a scalar relativistic effective core potentials (ECPs) for
the metal. In the present work, we have employed these
geometries. Additionally, geometry optimizations were car-
ried out with the Vosko-Wilk-Nusair (VWN)54 local density
approximation (LDA) functional as well as with the Becke-
Perdew (BP)55,56 and the revised Perdew-Burke-Ernzerhof
(revPBE)57-60 generalized gradient approximated (GGA)
density functionals. The NMR H-D spin-spin coupling
constants have been computed using the same functionals
in order to analyze the sensitivity of the results to ap-
proximations in the (nonhybrid) density functionals. We have
also applied the “statistical average of orbital-dependent
model potentials” (SAOP) Kohn-Sham potential61 to the
calculation of the NMR coupling constants. It has been
previously designed for, and successfully applied to, excita-
tion energies and frequency dependent response properties.62-65

Poater et al. have subsequently reported that for a range of
light-nucleus chemical shifts the SAOP potential shows
considerable improvement over other nonhybrid potentials,
such as VWN or BP.66 Our own work on heavy-metal-
heavy-metal nuclear spin-spin coupling constants as well
as heavy nucleus chemical shifts has also shown marked
improvements of results obtained with SAOP as compared
to standard GGAs in some cases,47 though not consistently
so67 (however, in the case where large disagreement between
theory and experiment occurred it is unclear whether the
discrepancies are due to the Kohn-Sham potential or
neglected solvent effects and other more “chemical” influ-
ences).

In our original implementation of ZORA spin-spin
coupling calculations37,38 a LDA XC kernel was applied to
evaluate the linear response of the Kohn-Sham DFT
potential due to the Fermi-contact (FC) perturbation operator.
The FC perturbation does not cause a density but just a spin-
density response. Consequently, there is no Coulomb con-
tribution in the response of the Kohn-Sham potential when
using nonhybrid functionals. Major improvements for spin-
spin coupling calculations might thus be expected from
considering GGA terms in the XC kernel, in particular for
coupling constants involving light atoms. For the present
work, we have implemented such terms based on the revPBE
functional. Evaluation of GGA contributions to the matrix
elements of the DFT response kernelk̂[F(0); F(1)] employed
the standard symmetric expression9 for the second variation
of the exchange-correlation energy to yield

Here,φi andφj are combined spatial and spin basis functions
(molecular orbitals in the algorithm that we have imple-
mented), with the spatial components corresponding toR
andâ spins given respectively byφi,R andφi,â. Further,F(0)

is the unperturbed electron spin-density, andF(1) is the first-
order response of the spin density. TheR andâ components
are indicated by the subscriptsR andâ.

The quantitiesfγ,δ, fγ,δb, fγa,δ, andfγa,δb are explicit functions
of the unperturbed electron density and its Cartesian gradi-
ents. They are given by the corresponding derivatives of the
exchange-correlation energy densityF‚εXC[F], for example

Expression (1) has the practical advantage of requiring at
most the first derivatives of the unperturbed densities, first-
order densities, and the basis functions. As a consequence,
it is straightforward to implement in any DFT code which
already includes gradient-corrected exchange-correlation
potentials. A computationally more efficient asymmetric
expression,19 which does not require derivatives of the basis
functions, would be somewhat more difficult to implement.

The expressions for the derivativesfγ,δ, fγ,δb, fγa,δ, andfγa,δb

are XC functional-specific (and often quite lengthy). These
expressions, together with the computer code used to evaluate
them, were derived and implemented using a computer
algebra system, as will be discussed elsewhere.19
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Full geometry optimizations of all metal dihydrogen
complexes were carried out employing valence triple-ú
Slater-type basis sets with polarization functions for all atoms
(TZP) from the ADF basis set library. Inner shells up to,
but not including 5spd and 6sp for W, Os, Re, and Ta and
4spd and 5sp for Ru and Nb, were kept as frozen cores. Inner
shells up to 1s for C, N and O, 2p for P, and 3d for Br were
also kept frozen in the geometry optimizations. All electron
Slater-type basis sets with two polarization functions (TZ2P)
were used for the computations of NMR spin-spin coupling
constants. Since it turned out that the H-D coupling is very
sensitive to the description of the FC term we have also
carried out NMR calculations where the TZ2P basis for the
two coupled hydrogens has been augmented with four
additional high exponent 1s functions. The additional
exponents were chosen asúmax

1.4‚n, n ) 1...4, whereúmax is
the highest 1s exponent of the unmodified TZ2P basis. We
will denote this locally dense basis by TZ2P+steep.

3. Results and Discussion
The Hydrogen Molecule.Before we present the computed
results for our set of 14 transition-metal complexes, it is
beneficial to discuss the calculated indirect spin-spin
coupling constant for the hydrogen molecule itself. The
experimental value for theJ-coupling constant is 42.9( 0.1
Hz for the HD isotopomer,68 which corresponds to areduced
coupling constantK(H-H) of 23.3‚1019T2J-1. Further, this
corresponds to aJ-coupling of 279.5 Hz for H2. Here, and
throughout the rest of this paper we have used a factor of
1.844 to convert the reduced coupling in 1019 SI units to the
HD coupling constant in Hz and a factor of 12.01 to convert
from K to J for H2. The conversion factor fromJ(H-D) to
J(H-H) is 6.514. All values forK coupling constants quoted
in the following are understood to be in 1019 SI units.

The calculated value forK of H2 at the TZP/revPBE(LDA)
density functional level (i.e. using the revPBE XC potential
but the LDA kernel) is 32.8 when the SD term is excluded,
and 33.0 when the SD term is included. These results are
for the experimental equilibrium distance of 0.741 Å and
do not change substantially when the TZP/revPBE optimized
geometry of 0.747 Å is used instead (33.0 excluding the SD
term, 33.2 when the SD term is included). Dickson and
Ziegler have in 1996 reported a calculated value of 28.2
(excluding the SD term) obtained with the VWN LDA
functional, the TZ2P basis set, and a finite-perturbation
approach. The additionald polarization functions of the TZ2P
vs the TZP basis are not the reason for the large difference
between the Dickson and Ziegler value and our result. We
obtain a TZ2P/revPBE(LDA) value of 33.0 at the experi-
mental bond distance (SD excluded), which is just 0.2 larger
than the result with the TZP basis. The main effect stems
from the functional. Indeed, when calculating the H-D
coupling with the VWN functional and the TZ2P basis
instead, the computed value drops to 28.6 which compares
well with the literature value of 28.2, taking into account
that the finite-perturbation approach used by Dickson and
Ziegler might have introduced some numerical errors.

The coupling constant for H2 at the equilibrium H-H
distance is largely caused by the FC mechanism. An

improvement of the calculated results toward the experi-
mental coupling constant can be obtained by adding ad-
ditional high-exponent 1s basis functions to the Slater-type
basis sets. It is well-known that such additional basis
functions are necessary to correctly describe the response
of the electron density to the FC perturbation. The highest
1s exponent in the TZ2P basis for H is 1.580. We have added
four 1s functions with exponents of 6.070, 4.336, 3.097, and
2.212, respectively, to the TZ2P basis for H as well as five
density fit functions with exponents between 4.4 and 23.8
(from now on referred to as “TZ2P+steep”). The coupling
constants of 24.2 (VWN) and 26.9 (revPBE(LDA)) obtained
with the TZ2P+steep basis agree much better with the
experimental value of 23.3 than those obtained with the
unmodified TZ2P basis. The agreement is best for the VWN
functional, which is obviously due to some fortuitous error
cancellation.

The influence of the LDA approximation in the revPBE-
(LDA) result is large. With the XC kernel of the revPBE
functional, we obtain reduced coupling constants of 36.5
(TZ2P) and 29.6 (TZ2P+steep) at the experimental inter-
nuclear distance instead; i.e., the GGA contributions in the
XC kernel cause an increase of the coupling constant by 11
and 10%, respectively. Thus, our “best” nonhybrid DFT
result obtained at the TZ2P+steep/revPBE level including
gradient corrections in the XC kernel overestimate the
experimental value by 27%.

We have averaged the coupling constant with the ground-
state nuclear vibrational wave functions for H2, HD, and D2,
respectively, that were calculated in a discrete variable
representation (DVR)70 based on the TZ2P+steep/revPBE
potential curve, using an approach similar to one reported
in ref 71. With 23 points we obtain zero-point vibration
corrected reduced couplings of 31.3 for H2, 31.1 for HD,
and 30.9 for D2, at the TZ2P+steep/revPBE level, i.e., an
additional 5% increase over the equilibrium value of 29.9.
The vibrational correction of 1.2‚1019T2J-1 corresponds to
2.2 Hz for HD. This is in good agreement with a value of
2.8 Hz (1.5‚1019T2J-1) recently calculated by Ruden et al.69

with the B3-LYP hybrid functional. Vibrational corrections
of at least the same order of magnitude (percentage-wise)
might be expected in the metal complexes.

Unfortunately, in ref 69, only the B3-LYP vibrational
correction but not the HD coupling constant itself was
tabulated. In 2002, Sychrovsky et al. reported equilibrium
nuclear spin-spin coupling constants calculated at the
hybrid functional level, with a B3-LYP value of 23.0 for
K(H-H).36 In the same paper, the B3PW91 functional
yielded a coupling of 21.1. When subtracting the vibrational
correction of ref 69 from the experimental value to obtain
an empirical experimental equilibrium coupling of 21.8, the
B3PW91 agrees with an experiment slightly better than
B3-LYP. The authors of ref 36 have also investigated the
influence of Hartree-Fock (HF) exchange in the hybrid
functional on the coupling constant by replacing a fraction
x of the BLYP XC potential with HF exchange. For H2,
values of 0.1, 0.5, and 0.9 forx lead to a change of the
coupling constant by only 1.3‚1019T2J-1, from 24.1 for
x ) 0.1 to 25.4 forx ) 0.9. A TZ2P+steep/BLYP(LDA)
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result calculated by us is 26.5, with an expected increase of
roughly 3.0 when the correct BLYP XC kernel would be
used instead. This leads to a rough estimate of 29.5 forx )
0. This might indicate that the difference betweenx ) 0
and x ) 0.1 is extremely vital to obtain results close to
experiment and that choosingx ) 0.1 instead of 0.0 leads
to a very significant reduction of the H-H coupling by about
20-25%. The use of different basis sets (IGLO-III in ref 36
vs TZ2P+steep here) could lead to different results atx )
0. Regarding the basis set convergence for the FC term, it
has previously been pointed out in ref 72 that the polarized
Slater-type basis sets employed here (even without additional
high-exponent functions) are quite well suited to give a
faithful description of the FC mechanism. We did not attempt
to reach complete convergence of the results with respect to
the number of high-exponent functions on the hydrogens.
The errors resulting from the approximations in the density
functional, neglect of vibrational corrections, solvent effects,
etc. in the calculations on the metal complexes (see below)
are expected to outweigh improvements from a basis for the
hydrogens that is better than the TZ2P+steep basis employed
here.

Our ZORA relativistic method for spin-spin coupling
constants is currently restricted to nonhybrid functionals. We
have obtained essentially the same H-D coupling constants
(based on the LDA XC kernel) when using gradient
functionals other than revPBE. Thus, it should be kept in
mind in the following sections that for all GGA calculations
of J(H-D) in metal dihydrogen complexes a pronounced
overestimation ofJ(H-D) might be expected for complexes
with H-D distances near the H2 equilibrium bond length of
0.741 and large H-D coupling constants.

Computational Results for 14 Dihydrogen Metal Com-
plexes.Table 1 lists the calculated H-D J-coupling constants
for 14 transition-metal complexes with experimentally
determined H-D distances between 0.84 and 2.25 Å. The
data were obtained at the scalar ZORA level with the
TZ2P+steep basis, using the optimized geometries of ref 7.

Table 1 contains results obtained with the VWN and the
revPBE functionals (both for XC potential and kernel).

Further, Table 1 lists the computational results of ref 7
which were obtained with a hybrid functional as well as the
experimental coupling constants. The expected overestima-
tion of J(H-D) for the complexes with short H-D distance
is indeed visible in the revPBE results. One might take the
fact that the calculated coupling in free hydrogen and in the
dihydrogen complexes afford similar errors as an indication
that the electronic structure of the H2 moiety in complexes
1-4 is very similar to free H2.

Whereas the calculated values using the VWN functional
agree quite well with the experimental as well as with the
hybrid functional data for the complexes1-6 with short
H-D distances, the accuracy of the VWN calculations
deteriorates as d(H-D) increases. On the other hand, the
revPBE results agree better with experiment for the elongated
dihydrogen and the hydride complexes than for the com-
plexes with short d(H-D).

For data sets such as the one in Table 1 where the elements
differ by orders of magnitude, absolute unsigned differences
do not allow for an easy comparison of different methods.
For a small coupling constant, a deviation of 1 Hz would
not be acceptable, whereas the same deviation would be
considered acceptable or small for complexes where
J(H-D) is of the order of 10 Hz. In Figure 1, we have
therefore compared the relative unsigned errors of each
computation.

The graphics reveals that the hybrid DFT method used in
ref 7 performs best overall, even though some significant
deviations between theory and experiment are visible. The
largest relative deviations are obtained for the complexes
with the largest H-H distances and the VWN functional. It
should also be noted that the signs of the VWN results for
these complexes do not agree with the revPBE and the hybrid
DFT results (except for14; however, the calculated VWN
value is much too small in magnitude). A disadvantage of
using relative deviations is that they tend to inflate where
the reference value is close to zero. Nevertheless, it can be

Table 1. Calculated JHD in Dihydrogen Complexes Using
the TZ2P+steep Basis Set for the Hydrogen Atoms
Bonded to the Metal (in Hz)

ref 7

dist.a VWN revPBEb calc. exp.

WH2(CO)3(PiPr3)2 (1) 0.84 38.4 47.3 34.8 34
[RuH2Cp(CO)(PCy3)]+ (2) 0.93 27.2 33.9 27.2 22.3
[RuH2Cp(dmpe)]+ (3) 0.99 24.4 29.8 24.6 22.1
[RuH2Cp*(dppm)]+ (4) 0.98 27.4 33.6 25.2 22.3
[OsH2(en)2(OAc)]+ (5) 1.28 9.5 9.7 6.8 9
ReH2Br2(NO)(PiPr3)2 (6) 1.33 11.0 11.8 9.8 12.8
[TaH2Cp2(P(OMe)3)]+ (7) 1.64 3.0 2.1 0.4 1.5
OsH2Cl[CH(C2H4PtBu2)2] (8) 1.63 0.6 -0.1 -0.1 0
[IrH3Cp(PMe3)]+ (9) 1.71 3.3 3.3 2.4 3.9
[IrH3Cp*(PMe3)]+ (10) 1.74 2.9 2.9 2.0 3.3
NbH3Cp2 (11) 1.76 0.6 -0.2 -1.1 -0.9
TaH3Cp2 (12) 1.82 0.0 -1.0 -2.0 -1.5
TaH2Cp2(BO2C6H4) (13) 2.03 0.1 -0.5 -1.2 -0.9
ReH2(CO)(NO)(PMe3)2 (14) 2.22 -0.1 -0.8 -1.0 -1.0

a d(H-D) in angstroms from ref 7. b With revPBE XC potential and
kernel.

Figure 1. Relative deviations from experiment for the calcu-
lated H-D coupling constants obtained with the different
methods listed in Table 1. See text for details. For complex
8, the exp. value is 0.0; thus, no relative error is given. The
lines were added to guide the eye.
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seen that the hybrid functional of ref 7 and the revPBE
functional used here yield absolute deviations from experi-
ment that decrease along with a decrease of the coupling
constants’ magnitudes. Hence, the accuracy does not dete-
riorate for complexes with large H-D distances (as seen in
the relative deviations) and meaningful calculations are
possible over the whole range of distances.

The good agreement between revPBE and hybrid DFT
regarding the negative signs of the coupling constants for
complexes11-14strongly supports the tentative conclusion
of ref 7 that these coupling constants are negative. We will
see later that the sign is not affected by the inclusion of spin-
orbit coupling.

The deviations between calculated and experimental H-D
couplings relative to the experimental value that are displayed
in Figure 1 are collected in Table 2 (the last column is for
revPBE optimized geometries which will be discussed later).

The median deviation for the VWN functional is small
and does not reflect the poor overall performance of this
functional. The small median stems from its good perfor-
mance for the complexes with short d(H-D). The fact that
the median and the average are very different indicates that
the VWN functional causes a lot of outliers with large
deviations from experiment. For the other two methods, the
average and median agree well. The somewhat worse
performance of the GGA functional compared to the hybrid
is seen to result mainly from the overestimation ofJ(H-D)
at short H-D distances that was also found for free H2. For
complex8, no relative error is listed because the experimental
value is 0.0 Hz. Both the hybrid and the revPBE functional
perform equally well for this complex whereas VWN is far
off.

It should be noted that the equilibrium coupling constants
(i.e. at Re(H-H)) are not expected to agree well with the
experimental values even at low temperature in case the PES
is very anharmonic or in case the coupling constant surface

has a large curvature around the equilibrium geometry. A
recent paper has shown that for the complex [Cp*Ir(dmpm)-
H2]2+, d(H-D) might be strongly temperature dependent and
that the PES is indeed very anharmonic regarding the H-D
stretching motion.3 Increasing the temperature would lead
to a shortened average H-D distance and thus likely to larger
coupling constants. The opposite behavior might occur as
well, depending on the shape of the PES and theJ-coupling
surface. Thus, the deviations displayed in Table 2 do not
truly reflect the ability of the computations to accurately
predict solution measurements at room temperature (for
which solvent effects might also be important). The calcula-
tions afford systematic deviations from experiment due to
the missing vibrational corrections. It might be the case that
for the complexes with a significantly weakened, but still
intact, H-D bond (i.e. for the elongated dihydrogen com-
plexes) the magnitudes of the vibrational correctionsrelatiVe
to the equilibrium coupling constants are significantly larger
than for the hydrogen molecule itself.

The Influence of Spin-Orbit Coupling on the H -D
Coupling Constants.Table 3 lists computed results includ-
ing the SD mechanism and/or spin-orbit coupling induced
mechanisms on the H-D coupling, most notably from the
FC/OP cross term. Included are also indirect effects on the
FC, SD, OP, and OD mechanisms due to the change on the
molecular orbitals when spin-orbit coupling is included
variationally in the calculation. Most of the spin-orbit
calculations have been carried out with the VWN functional
and the TZ2P basis but without the additional steep functions.
The scalar ZORA BP and SAOP calculations presented in
Table 3 have been performed with the same basis. They are
provided in order to demonstrate the influence of omitting
the steep functions on the hydrogens in the coupling constant
calculations (by comparison with Table 1) and to allow, for
a select case, to verify that the magnitude of the spin-orbit
contributions are the same in LDA and GGA calculations.
All results were obtained using the optimized geometries of
ref 7.

It is clear from the results that neither the inclusion of the
SD term nor the inclusion of spin-orbit coupling causes
dramatic changes to the H-D coupling constants. The
changes toJ(H-D) are 0.1 Hz in magnitude throughout the
test set. Obviously, for coupling constants near zero, 0.1 Hz
represents a substantial change. However, upon inspection
of the results it can be seen that the VWN results for
complexes with large H-D distances are still far off from
experiment. Neither inclusion of spin-orbit coupling and/
or the SD term would reconcile theory and experiment at
the VWN level.

From these results we conclude that at the present level
of accuracy (i.e. when considering the differences between
theory and experiment) for local density functionals, gradient
functionals, and hybrid functionals, relativistic spin-orbit
corrections to the H-D coupling constant are not particularly
significant, i.e., their negligence does not represent a major
source of error in the computations. For more accurate
computations that would deliver an accuracy of the order of
0.1 Hz it will be necessary to include all spin-orbit coupling
effects. However, though highly accurate ab initio methods

Table 2. Relative Deviation (in Percent) of the
Computational Results of Table 1 from Experimenta

complex ∆ ref 7 ∆ revPBE ∆ VWN ∆ revPBEc

1 2.4 39.1 12.9 38.8
2 22.0 52.0 22.0 45.7
3 11.3 34.8 10.4 18.6
4 13.0 50.7 22.9 42.6
5 24.4 7.8 5.6 31.1
6 23.4 7.8 14.1 43.8
7 73.3 40.0 100.0 0.0
8b

9 38.5 15.4 15.4 17.9
10 39.4 12.1 12.1 18.2
11 22.2 77.8 166.7 44.4
12 33.3 33.3 100.0 20.0
13 33.3 44.4 111.1 33.3
14 0.0 20.0 90.0 20.0
average 25.9 33.5 52.5 28.8
median 23.4 34.8 22.0 31.1

a Mean unsigned relative deviation ∆ calculated as ∆ ) 100|
Jcalc - Jexp|/|Jexp. b For complex 8, the exp. value is 0.0; thus, no
relative error is given. c For geometry optimized with the revPBE
functional. See Table 6.
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exist for calculations of spin-spin coupling, reproducing the
experimental value to such accuracy would be a formidable
task since there are many influences (solvent, temperature)
in addition to electron correlation that would need to be
considered also.

A comparison between the revPBE and the SAOP results
shows that the SAOP potential does not improve upon the
revPBE functional. In particular, it also yields the strong
overestimation ofJ(H-D) at short H-D distances. Both the
revPBE and SAOP results in Table 3 were calculated using

the LDA XC kernel since a XC kernel consistent with the
SAOP potential is not yet available. Thus, only the difference
in the shapes and energies of the unperturbed molecular
orbitals in the revPBE and SAOP calculations, respectively,
is responsible for the slightly differentJ(H-D) when
comparing the two methods. Whether both methods would
yield similar results also if the respective XC kernels were
employed in the calculations is unclear.

The Influence of the GGA XC Kernel. In Table 4,
calculated results at the revPBE(LDA) and the full revPBE
level (where the XC kernel is consistent with the potential)
are compared. Again, the TZ2P basis without the additional
steep functions and the geometries from ref 7 have been used
for this comparison.

As might have already been expected from the preceding
discussion of the H2 molecule, the influence of the GGA
corrections in the XC kernel is sizable. For the short H-D
distance dihydrogen complexes the increase inJ(H-D)
worsens the agreement with experiment, but this can be
traced back to the problem of calculating H2 itself. In
particular for the complexes with large H-D distances, the
inclusion of the GGA corrections in the kernel systematically
improves the agreement with experiment as well as with the
hybrid functional data. For example, for complexes13 and
14, a decrease ofJ(H-D) of as much as 0.4 Hz is obtained.
This number is to be compared to experimental values of
-0.9 and-1.0 Hz, respectively. The GGA terms in the XC
kernel are obviously highly important to obtain the correct
H-D coupling constants for these complexes.

By comparing the results in Table 4 with those in Table
1, the influence of the addition of steep 1s functions in the
hydrogen basis can again be seen. In several cases, the
presence of these functions reduces the magnitude of the
coupling constant but consistently so only for the complexes
with the shortest H-D distances. There are many other
examples where the magnitude is increased instead; therefore,
a general trend cannot be observed. Apparently, “cross terms”

Table 3. Calculated JHD (in Hz) in Dihydrogen Complexes
Using Optimized Geometries from Ref 7

VWN Becke-Perdew SAOP

WH2(CO)3(PiPr3)2 scal. 44.4 49.8 50.9
(1) (0.89a - 0.84b) scal.c 44.3

scal.f 41.1
s.o. 44.3

[RuH2Cp(CO)(PCy3)]+ scal. 28.8 32.7 32.9
(2) (0.97a - 0.93b) scal.c 28.7

s.o. 28.7
[RuH2Cp(dmpe)]+ scal. 24.2 26.4 27.3
(3) (1.02a - 0.99b) scal.c 24.1

s.o. 24.1
[RuH2Cp*(dppm)]+ scal. 28.0 31.4 31.9
(4) (1.10d - 0.98b) scal.c

s.o. 28.0
[OsH2(en)2(OAc)]+ scal. 8.4 8.8 9.4
(5) (1.34d - 1.28b) scal.c 8.5

s.o. 8.6
ReH2Br2(NO)(PiPr3)2 scal. 9.9 10.4 11.0
(6) (1.27a - 1.33b) scal.c 10.0

s.o. 10.0
[TaH2Cp2(P(OMe)3)]+ scal. 2.4 2.0 2.0
(7) (1.67a - 1.64b) scal.c 2.4

s.o. 2.4
OsH2Cl[CH(C2H4PtBu2)2] scal. 0.4 0.2 0.2
(8) (1.57e - 1.68a - 1.63b) scal.c 0.5

s.o.
[IrH3Cp(PMe3)]+ scal. 2.9 3.1 3.4
(9) (1.69d - 1.71b) scal.c 3.0

s.o. 3.0
[IrH3Cp*(PMe3)]+ scal. 2.6 2.7 3.0
(10) (1.73a - 1.74b) scal.c 2.6

s.o. 2.7
NbH3Cp2 scal. 0.4 0.1 0.2
(11) (1.76e - 1.76b) scal.c 0.4

s.o. 0.4
TaH3Cp2 scal. -0.4 -0.8 -0.8
(12) (1.85d - 1.82b) scal.c -0.4 -0.7 -0.7

s.o. -0.4 -0.8 -0.8
TaH2Cp2(BO2C6H4) scal. -0.1 -0.2 -0.3
(13) (2.3e - 2.03b) scal.c -0.1

s.o. -0.1
ReH2(CO)(NO)(PMe3)2 scal. 0.0 -0.1 -0.1
(14) (2.25a - 2.22b) scal.c 0.0

scal.f 0.0
s.o. 0.1

a d(H-D) measured by solid-state NMR. See ref 7 and references
therein. b d(H-D) obtained by DFT. c Including SD term. d d(H-D)
measured by single-crystal neutron diffraction.7 e d(H-D) measured
by X-ray diffraction.7 f TZP basis instead of TZ2P.

Table 4. Calculated JHD in Dihydrogen Complexes Using
the revPBE Functional with and without GGA Corrections
in the XC Kernel (in Hz)c

dist.a revPBE(LDA) revPBE

WH2(CO)3(PiPr3)2 (1) 0.84 50.5 53.6
[RuH2Cp(CO)(PCy3)]+ (2) 0.93 33.0 35.9
[RuH2Cp(dmpe)]+ (3) 0.99 27.3 29.6

1.08b 23.3 25.3
[RuH2Cp*(dppm)]+ (4) 0.98 31.7 34.1
[OsH2(en)2(OAc)]+ (5) 1.28 8.7 8.6
ReH2Br2(NO)(PiPr3)2 (6) 1.33 10.4 10.3
[TaH2Cp2(P(OMe)3)]+ (7) 1.64 2.0 1.3
OsH2Cl[CH(C2H4PtBu2)2] (8) 1.63 0.2 -0.4
[IrH3Cp(PMe3)]+ (9) 1.71 3.1 2.9
[IrH3Cp*(PMe3)]+ (10) 1.74 2.7 2.5
NbH3Cp2 (11) 1.76 0.0 -0.7
TaH3Cp2 (12) 1.82 -0.8 -1.5
TaH2Cp2(BO2C6H4) (13) 2.03 -0.3 -0.7
ReH2(CO)(NO)(PMe3)2 (14) 2.22 -0.1 -0.5

a d(H-D) in angstroms from ref 7. b Optimization with the GGA rev-
PBE functional. c Calculations based on geometries from ref 7, TZ2P
basis.
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of varying sign occur between the basis size and the quality
of the functional. The resulting effect on the H-D coupling
constant is balanced by such competing effects.

To summarize this paragraph, we find that the GGA
corrections in the XC kernel are much more important than
spin-orbit effects for predicting the correct sign and
magnitude of the H-D coupling constant in our samples.
The changes in the coupling constants can amount to several
times the coupling constant calculated without a GGA XC
kernel for complexes with large H-D distances. They are
still of the order of 10% for those complexes with the largest
H-D couplings among our samples. Further improvement
can obviously be obtained with a hybrid functional, which
is not surprising taking their known good performance for
couplings between light nuclei into consideration.35,36 This
result is in marked contrast to calculations of ligand chemical
shifts and metal-ligand coupling constants in transition-
metal systems, where often nonhybrid functionals were found
to yield excellent agreement with experiment.20

The Influence of the Optimized Geometry and Other
DFT Potentials. The large difference between the experi-
mental (22.3 Hz) and the GGA coupling constant for
complex3 in Table 4 based on the optimized geometry of
ref 7 suggests that the optimized geometry of the complexes

might be a source of error. The question arises whether the
performance of any of the density functionals might change
if geometries are obtained in consistency with the spin-
spin coupling calculations. A marked improvement for
complex3 upon optimization with the revPBE functional,
as seen in Table 4, has motivated us to investigate this issue
in more detail. For Table 5, we have optimized the
geometries of the complexes with the VWN, the Becke-
Perdew (BP), and the revPBE functional. The coupling
constants listed in Table 5 were subsequently calculated with
the TZ2P, using the VWN and the BP functionals as well as
the SAOP potential (unfortunately, SAOP optimizations
could not be carried out because of the lack of a SAOP
energy expression). We have not optimized all complexes
at all DFT levels but restricted the investigation to a
representative subset. Table 6, on the other hand, lists results
obtained for all complexes. The data are based on a consistent
treatment at the revPBE level which includes the geometry
optimization. The results of Table 6 were calculated with
the TZ2P+steep basis and the revPBE XC kernel in order
to facilitate a direct comparison with Table 1.

From the data in Table 5 one can see that, as one might
expect, the calculated coupling constants are sensitive to
changes in the geometries upon optimization. For the VWN
functional it is known that it strongly overbinds but tends to
yields quite accurate geometries. Thus, the VWN functional
is often used for geometry optimizations along with subse-
quent energy or property calculations at formally more
accurate DFT levels. However, for example for complexes
2 and 3, and to some extent for1, the optimized H-D
distances are much too long (more than 0.3 Å) as compared
to the experimental values (from solid-state NMR measure-
ments) and the hybrid DFT results of ref 7. For complex3,
also the Becke-Perdew functional fails to predict the H-D
distance correctly. For complex3, the overestimation of
d(H-D) by the VWN and the BP functionals leads to an
underestimation ofJ(H-D) by almost a factor of 3. On the
other hand, in all cases the revPBE functional yields H-D

Table 5. Calculated JHD in Optimized Dihydrogen
Complexes (in Hz)a

ref 7

dist.b VWN

Becke-
Perdew
(LDA)j

SAOP
(LDA) calc. exp.

WH2(CO)3(PiPr3)2 0.87g 43.5 48.8 49.8 34.8 34
(1) (0.89c - 0.84d) 0.92h 41.0 45.8 46.8 34.8 34

0.86i 43.7 49.1 50.2 34.8 34
[RuH2Cp(CO)(PCy3)]+ 0.99g 26.5 30.1 30.4 27.2 22.3
(2) (0.97c - 0.93d) 1.32h 12.0 13.2 13.8 27.2 22.3

0.98i 27.2 30.9 31.2 27.2 22.3
[RuH2Cp(dmpe)]+ 1.41g 8.4 9.1 9.6 24.6 22.1
(3) (1.02c - 0.99d) 1.43h 8.4 9.0 9.5 24.6 22.1

1.08i 20.7 23.2 23.6 24.6 22.1
[OsH2(en)2(OAc)]+ 1.40g 5.6 5.8 6.3 6.8 9
(5) (1.34e - 1.28d) 1.37h 6.3 6.5 7.1 6.8 9

1.40i 5.7 5.8 6.4 6.8 9
ReH2Br2(NO)(PiPr3)2 1.48g 9.8 12.8
(6) (1.27c - 1.33d) 1.48h 6.5 6.8 7.2 9.8 12.8
NbH3Cp2 1.78g 0.2 -0.2 0.0 -1.1 -0.9
(11) (1.76f - 1.76d) 1.76h 0.6 0.3 0.4 -1.1 -0.9

1.79i 0.1 -0.2 -0.1 -1.1 -0.9
TaH3Cp2 1.83g -0.5 -0.9 -0.9 -2.0 -1.5
(12) (1.85e - 1.82d) 1.80h -0.2 -0.5 -0.5 -2.0 -1.5

1.84i -0.6 -0.9 -1.0 -2.0 -1.5
ReH2(CO)(NO)(PMe3)2 2.21g 0.0 -0.1 -0.1 -1.0 -1.0
(14) (2.25c - 2.22d) 2.16h 0.1 0.0 0.0 -1.0 -1.0

2.22i 0.0 -0.1 -0.1 -1.0 -1.0
a The geometry optimizations have been performed with ADF.

b d(H-D) in Å. c d(H-D) measured by NMR. d d(H-D) obtained by
DFT. e d(H-D) measured by single-crystal neutron diffraction.
f d(H-D) measured by X-ray diffraction. g Optimization with the GGA
Becke-Perdew functional. h Optimization with the LDA VWN func-
tional. i Optimization with the GGA rev-PBE functional. j (LDA) indi-
cated the use of the LDA XC kernel in the calculation of the H-D
coupling.

Table 6. Calculated JHD in Dihydrogen Complexes Using
the TZ2P+steep Basis Set for the Hydrogen Atoms
Bonded to the Metal (in Hz), revPBE Optimized
Geometries

ref 7

dist.a revPBE calc. exp.

WH2(CO)3(PiPr3)2 (1) 0.86 47.2 34.8 34
[RuH2Cp(CO)(PCy3)]+ (2) 0.98 32.5 27.2 22.3
[RuH2Cp(dmpe)]+ (3) 1.08 26.2 24.6 22.1
[RuH2Cp*(dppm)]+ (4) 1.02 31.8 25.2 22.3
[OsH2(en)2(OAc)]+ (5) 1.40 6.2 6.8 9
ReH2Br2(NO)(PiPr3)2 (6) 1.47 7.2 9.8 12.8
[TaH2Cp2(P(OMe)3)]+ (7) 1.68 1.5 0.4 1.5
OsH2Cl[CH(C2H4PtBu2)2] (8) 1.66 -0.3 -0.1 0
[IrH3Cp(PMe3)]+ (9) 1.72 3.2 2.4 3.9
[IrH3Cp*(PMe3)]+ (10) 1.76 2.7 2.0 3.3
NbH3Cp2 (11) 1.79 -0.5 -1.1 -0.9
TaH3Cp2 (12) 1.84 -1.2 -2.0 -1.5
TaH2Cp2(BO2C6H4) (13) 2.04 -0.6 -1.2 -0.9
ReH2(CO)(NO)(PMe3)2 (14) 2.22 -0.8 -1.0 -1.0

a d(H-D) in Å, optimized with the revPBE functional.
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distances that are similar to the hybrid-DFT results of ref 7
and the experimental values. Both LDA and the BP
functional work best for the solid state60 or for “classical”
bonds, while the PBE family (and particularly revPBE and
RPBE) gives a somewhat better balance for weak(er)
interactions (for an application to transition-metal structures
see, e.g., ref 73). Because the structures of the dihydrogen/
dihydride complexes are a compromise between several
competing weak interactions, revPBE might be expected to
be more reliable on general principles.

Our most consistent results at the gradient DFT level are
obtained with the revPBE functional. This functional also
appears to yield consistently reliable geometries for our
samples, whereas the other nonhybrid functionals fail
spectacularly in some cases. In Table 6 we have therefore
collected the H-D coupling constants similar to Table 2
(i.e. including GGA corrections in the XC kernel as well as
the TZ2P+steep basis for the coupled hydrogens) but with
geometries optimized at the ZORA-revPBE level instead of
using the geometries of ref 7. The relative deviations from
experiment are listed in the last column of Table 2 along
with the average and the median. The average and median
deviation are lower than those in the “∆ revPBE” column.
This indicates that better agreement with experiment is
obtained for the geometries optimized with the revPBE
functional, in particular for complexes with medium to large
H-D distances. The problem of overestimating the free
dihydrogen coupling is still visible in the complexes with
short H-D distances. It should be kept in mind that our data
set is small. Therefore, small differences in the averages are
statistically not significant. The average is now comparable
to the hybrid functional data of ref 7, but the median is still
noticeably larger. In two cases the deviation from experiment
increases strongly (complexes5 and6). In fact, the change
in the results due to the different geometry is larger than
what the data in Table 2 suggest since the computed results
now undersinstead of overestimate the experimental value.
The revPBE calculations now predict an equilibrium coupling
constant similar to the hybrid-DFT results of ref 7. It is
possible that the experimental H-D coupling constants of
complexes5 and6 include large positive vibrational effects
which would cause the calculated equilibrium values to
deviate substantially from experiment.

4. Summary and Conclusions
For the H2 molecule, the calculated nuclear spin-spin
coupling constant including gradient corrections both in the
potential and in the kernel is about 30% too large in
comparison with experiment. Therefore, most of the com-
plexes with short H-D distances are not so well described
at the GGA DFT level and exhibit a similar overestimation
of J(H-D). For complexes with larger H-D distances,
however, good agreement with experiment can be achieved.
It turns out that the gradient corrections in the XC kernel
are sizable. They are vital for obtaining the correct sign and
magnitude ofJ(H-D) for the complexes with the largest
H-D distance.

With the VWN functional, on the other hand, good
agreement with experiment is obtained for complexes with

short d(H-D). However, this functional fails completely for
the dihydride complexes and also leads to extremely poor
geometries for some of the complexes. In some cases, the
BP GGA functional also yields poor geometries.

The calculations of H-D coupling constants based on
geometries that were optimized with the revPBE functional
and that were including high exponent 1s functions for the
coupled hydrogens as well as GGA corrections in the XC
kernel agree best with experiment among the calculations
performed in this study. The average relative unsigned
deviation from experiment obtained with this approach is
similar to the hybrid DFT results of ref 7. The median
deviations are larger because of the systematic overestimation
of J(H-D) for complexes with short H-D distances. We
have traced this overestimation back to problems of the GGA
functional to describe the coupling constant for the free
hydrogen molecule.

Basis sets with additional high-exponent s-functions are
required for a faithful description of the Fermi-contact
coupling mechanism. It is the dominant term at short d(H-
D), whereas the long-range coupling constants are determined
by a sensitive balance of all coupling mechanisms (see
Supporting Information).

Spin-orbit corrections for calculations of H-D coupling
constants in heavy metal dihydrogen and dihydride com-
plexes are not required at the present level of computational
accuracy but will become important for computational
methods that are able to deliver one more digit of accuracy.
In selected cases, spin-orbit terms might be crucial in order
to obtain the correct magnitude for smallJ(H-D) in heavy
metal complexes even with methods of the same accuracy
as employed here and in related studies.

In contrast to the rather small spin-orbit coupling effects,
vibrational corrections should be included in all calculations
of J(H-D) at the present level of accuracy to achieve a more
realistic comparison with experiments. Vibrational correc-
tions will also give access to the temperature dependence of
the coupling constants. Work along these lines is currently
pursued in our group.
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Abstract: We calculate the bond dissociation energies of the series UFn and UCln (n ) 1-6)

using the all-electron third-order Douglas-Kroll-Hess approximation in combination with hybrid

density functionals. The spin-orbit (SO) operator is included self-consistently using the nuclear-

only SO and the screened-nuclear SO approximations. Results are in very good agreement

with experimental values, with the exception of the smallest molecules of each series, UF and

UCl. By shifting the one-electron orbital energies of UF6 and UCl6 to match the HOMO level

with the ∆SCF calculated value of the first ionization energy, we are able to reproduce the main

features of the photoelectron spectrum of these two molecules.

1. Introduction
The uranium hexafluoride molecule (UF6) has been a
prototype to test computational electronic structure methods
for actinide complexes for a quarter of a century.1,2 The
reasons are that experimental data for UF6 is abundant, and,
in addition, UF6 presents a closed shell electronic ground
state, which simplifies the calculations. The rest of the
fluoride series, UFn (n ) 1-5), and the uranium chlorides,
UCln (n ) 1-6), are by far less studied from a computational
point of view, even though similar experimental data exists
for most of the species on both series.3-8

In a recent paper,9 we have studied the structural properties
of UF6 and UF5 and the bond dissociation energy (BDE) of
UF6 (UF6fUF5+F) using density functional theory (DFT)
in combination with both relativistic effective core potentials
(RECPs) and an all-electron approach based on the Douglas-
Kroll-Hess (DKH) approximation.10-14 In that study, the
hybrid density functionals (i.e., those containing a portion
of Hartree-Fock type exchange) B3LYP15,16 and PBEh
(hybrid PBE, also refer to as PBE017 and PBE1PBE18 in the
literature) were found to perform notably better than the local
spin-density approximation (LSDA), the generalized-gradient
approximation (GGA), and the Hartree-Fock approximation.

In the same paper,9 the calculated spin-orbit (SO) effect to
the BDE of UF6 using the all-electron approach was found
to be approximately-4 kcal/mol. In a subsequent paper,
Batista et al.19 performed a systematic study of structural
properties and BDEs of the series UFn and UCln (n ) 1-6)
using hybrid DFT and RECPs.

In this work, we complete the study of the BDEs of UFn

and UCln (n ) 1-6) using the all-electron DKH approxima-
tion and hybrid density functionals. To this end, we analyze
three different levels of approximation: the scalar-relativistic
(i.e., without the SO operator), including the nuclear-only
SO operator, and including the screened-nuclear spin-orbit
approximation (SNSO).20 In the latter two cases, the corre-
sponding SO operator is fully included in the self-consistent
procedure by using a generalized Kohn-Sham approach
(GKS).

2. Computational Details
Relativistic effects are taken into account through the third-
order DKH (DKH3) approximation. Using a fourth-order
Hamiltonian (DKH4) does not change the calculated BDEs
in the first decimal figure. Scalar relativistic calculations are
carried out using the unrestricted Kohn-Sham approxima-
tion, i.e., the electronic ground state is represented by a single
unrestricted determinant. When the spin-orbit operator is
included in the calculation, we have used the GKS approach.
In this scheme, the electronic ground state is represented by
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‡ Rice University.
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a single determinant built up from two-component spinors.
To guarantee the rotational invariance of the total energy
we have employed a noncollinear generalization of the spin-
density functional energy and potential.21 Two flavors of the
SO operator are considered: the third-order nuclear-only
(denoted as SO) and the SNSO operator, which includes the
electron-electron SO interaction in an approximate way.20

The SNSO approximation has been shown to effectively take
into account the electron-electron interaction in atoms and
molecules with a marginal increase in computational cost.22

For more details on the implementation the reader is referred
to ref 21.

Two different hybrid density functionals are employed:
PBEh17,18 and the B3LYP functional.16,15 The equilibrium
molecular structures are taken from ref 19. We have
employed the universal Gaussian basis set (UGBS) of Malli
and co-workers23 for the U atom, which consists of an
uncontracted (32s29p20d17f) set, and the 6-31+G* basis for
fluorine and chlorine. We have checked the impact of using
a larger triple-ú basis set for F and Cl and the basis set
superposition error (BSSE) in our results (see next sec-
tion). The BDEs at the equilibrium geometries are calcu-
lated as

Finite temperature effects and zero-point energy correction
are rather small19 and not included in this study.

The population analysis reported here has been carried out
using the scalar relativistic DKH3 Hamiltonian and the PBEh
functional. The presence of the SO operator (either nuclear-
only or SNSO) as well as the choice of the functional
produces only minor changes in the population analysis, and
therefore its qualitative meaning remains the same.

All calculations were carried out with the development
version of theGaussian24 suite of codes.

3. Results and Discussion
As pointed out in ref 19, the bonding in UFn and UCln can
be approximately seen as U+nFn

- and U+nCln
-, respectively.

This ionic picture arises from the ionization of the U valence
orbitals to the 2p orbitals of F or 3p orbitals of Cl. To obtain
a more accurate picture of the bonding nature of the UFn

and UCln complexes, we have performed an atomic electron
population analysis of the U atom using the natural popula-
tion analysis (NPA).25 The NPA has recently been shown to
achieve the best performance among several orbital based
partitioning schemes.26

In Table 1, we show the natural valence electron config-
uration and the natural charge of the U center for the series
UFn and UCln. As suggested by Clark and co-workers, the
NPA of the U orbitals is chosen such that the valence space
is composed of the 5f, 6d, and 7s orbitals.26 Inspection of
the U electron configuration of the UFn indicates that the
electron donation from the U to the F atoms is not uniform
along the series. For UF, the total charge donated by the U
center is+0.74e-, indicating a strong ionic character. The
total charge donated, per fluorine atom, systematically
decreases as the number of F atoms increases:+0.69e-

(UF2), +0.66e- (UF3), +0.59e- (UF4), +0.46e- (UF5), and

+0.35e- (UF6). It is worth commenting that the total charge
on U increases from+0.74e- for UF to +2.35e- for UF4,
mainly due to changes in the population of the 6d and 7s
orbitals, while the population of the 5f remains unchanged.
Further fluorination, UF4fUF5fUF6, leads to a redistribu-
tion of the charge among the U orbitals, with very little
decrease of the total charge of the U atom.

The picture that emerges for the first 3 molecules of the
UCln series (n ) 1-3) is similar to that of their analogues
UFn (Table 1), although the total charge on U is slightly
smaller, indicating a weaker charge donation to the Cl atoms.
Addition of more Cl atoms, UCl3fUCl6, yields a different
situation when compared with UFn; the total charge on U
decreases from+1.62e- for UCl3, to +1.38e- for UCl4, to
+0.65e- for UCl5, and to-0.24e- for UCl6. If we express
this decrease in terms of the charge per Cl atom, we obtain
+0.54e- for UCl3, +0.35e- for UCl4, +0.13e- for UCl5, and
-0.04e- for UCl6, which represents a progressive loss of
the ionic character of the U-Cl bonds.

In Tables 2 and 3 we show the all-electron BDEs
calculated using the B3LYP and the PBEh functionals and
three different relativistic Hamiltonians: scalar, SO, and
SNSO, as described above, as well as the experimental

E(UXn) ) E(UXn-1) + E(X) - E(UXn) (1)

Table 1: Natural Electron Configuration and Natural
Charge of the Uranium Atom from Natural Population
Analysis

configuration configuration

molecule 5f 6d 7s
U

charge molecule 5f 6d 7s
U

charge

UF 2.94 0.47 1.85 +0.74 UCl 3.07 0.40 1.87 +0.65

UF2 3.09 0.67 0.84 +1.38 UCl2 3.14 0.77 0.84 +1.21

UF3 3.04 0.69 0.28 +1.97 UCl3 3.18 0.92 0.23 +1.62

UF4 2.55 0.99 0.05 +2.35 UCl4 2.69 1.58 0.23 +1.38

UF5 2.36 1.17 0.09 +2.29 UCl5 2.91 1.98 0.30 +0.65

UF6 2.31 1.42 0.14 +2.08 UCl6 3.39 2.41 0.38 -0.24

Table 2: All-Electron Bond Dissociation Energies for the
UFn Series (in kcal/mol)

B3LYP PBEh

scalar SO SNSO scalar SO SNSO exp5

UF 165.1 168.5 172.7 164.1 166.1 172.7 154.9
UF2 142.3 142.6 143.6 146.1 145.2 146.4 135.0
UF3 148.3 147.3 148.2 146.5 146.7 147.2 147.9
UF4 139.0 137.8 139.9 140.8 138.7 140.5 147.0
UF5 99.7 94.7 98.6 98.2 92.5 96.8 98.0
UF6 76.0 72.2 75.7 74.5 70.8 74.4 71.0

Table 3: All-Electron Bond Dissociation Energies for the
UCln Series (in kcal/mol)

B3LYP PBEh

scalar SO SNSO scalar SO SNSO exp6

UCl 121.0 124.8 129.2 123.8 126.0 132.9 104.9
UCl2 106.3 105.1 105.1 115.2 114.3 114.7 115.1
UCl3 114.7 111.5 113.0 116.6 113.2 113.8 116.3
UCl4 89.3 91.3 92.7 92.7 94.7 96.4 100.9
UCl5 46.7 44.7 48.6 49.6 47.3 51.3 50.4
UCl6 48.5 37.9 41.0 51.1 40.4 43.6
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values. The two hybrid functionals employed here give
similar BDEs; the largest difference (10 kcal/mol) occurs
for the UCl2 molecule.

We have tested the effect of BSSE on our results. Using
the counterpoise method, the effect of BSSE on calculated
BDEs (with PBEh and the scalar relativistic Hamiltonian)
is -0.9 kcal/mol for UF6 and-0.5 kcal/mol for UCl6. We
have also tested the quality of the basis chosen for F and
Cl. Using the larger triple-ú 6-311+G(3df) basis, the BDEs
for UF6 and UCl6 change by 0.5 and 1.2 kcal/mol, respec-
tively.

The effect of the nuclear-only SO on the BDEs (columns
labeled as “SO” in Tables 2 and 3) is rather small for UFn.
For instance, using PBEh, the SO contribution to the BDEs
is about+2 kcal/mol for UF, and decreasing when increasing
n, with a SO effect on the BDE of UF6 of -4 kcal/mol. On
the other hand, the effect of the electron-electron SO
interaction included through the SNSO approximation (col-
umns labeled as “SNSO” in Tables 2 and 3) is positive along

the series. The SNSO tends to compensate the effect of the
nuclear-only SO forn ) 2-6, while for UF they operate in
the same direction.

The effect of the nuclear-only SO on the UCln BDEs
follows the same trend as for UFn, although its magnitude
for UCl6 is larger (approximately 10 kcal/mol). The SNSO
correction to the BDEs of UCln is similar to that of the UFn
series. As a consequence, we obtain a SO effect for UCl6 of
about-7 kcal/mol, while for the rest of the series (n ) 2-6),
the effect increases when decreasingn up to +9 kcal/mol
for UCl.

It is interesting to relate the trend in the BDEs along both
series of UFn and UCln to the change of the ionic character
(as reflected by the NPA charge on the U atom). According
to our calculations, the larger the ionic character is, the larger
the BDE. This suggests that even though the nature of the
U-F and U-Cl bonds is a mixture of ionic and covalent
character, the trend in the BDEs is given mainly by its ionic
component.

Table 4: One-Electron Enery Levels of the Highest
Occupied Molecular Orbitals of UF6 Using the All-Electron
DKH3 Hamiltonian and the PBEh Functionalb

scalar relativistic spinor SO SNSOa

t1u -12.18 γ8u -11.80 -13.95
γ6u -12.94 -15.09

t1g -12.79 γ8g -12.79 -14.94
γ6g -12.80 -14.95

t2u -13.70 γ8u -13.70 -15.85
γ7u -13.70 -15.85

a1g -13.75 γ6g -13.76 -15.91
t1u -14.18 γ8u -14.17 -16.32

γ6u -14.20 -16.35
t2g -14.59 γ7g -14.55 -16.70

γ8g -14.62 -16.77
eg -15.19 γ8g -15.19 -17.34
t1u -27.40 γ8u -25.43 -27.58

γ6u -31.73 -33.88
a1g -33.77 γ6g -33.77 -35.92
eg -34.30 γ8g -34.31 -36.46
t1u -35.81 γ8u -35.44 -37.59

γ6u -38.47 -40.62
a The orbital energy levels are shifted by 2.15 eV to match the

HOMO with the ∆SCF calculated value of the first ionization energy.
b All values in eV.

Figure 1. Photoelectron spectrum of UF6 from ref 29 (solid line) and calculated orbital energies (dashed lines). The orbital
energies have been shifted so that the HOMO matches the ∆SCF calculation of the first ionization potential.

Table 5: One-Electron Enery Levels of the Highest
Occupied Molecular Orbitals of UCl6 Using the All-Electron
DKH3 Hamiltonian and the PBEh Functionalb

scalar relativistic spinor SO SNSOa

t1g -9.46 γ8g -9.44 -11.08
γ6g -9.49 -11.13

t1u -10.22 γ8u -10.00 -11.64
γ6u -10.63 -12.27

t2u -10.43 γ7u -10.40 -12.04
γ8u -10.42 -12.06

t1u -10.76 γ8u -10.49 -12.13
γ6u -10.84 -12.48

t2g -11.56 γ7u -11.50 -13.14
γ8u -11.60 -13.24

a1g -11.72 γ6g -11.73 -13.37
eg -12.10 γ8g -12.10 -13.74
t1u -22.56 γ8u -22.01 -23.65

γ6u -23.21 -24.85
eg -23.72 γ8g -23.72 -25.36
a1g -23.85 γ6g -23.85 -25.49
t1u -29.52 γ8u -27.65 -29.29

γ6u -35.91 -37.55
a The orbital energy levels are shifted by 1.64 eV to match the

HOMO with the ∆SCF calculated value of the first ionization energy.
b All values in eV.
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Our scalar relativistic BDE are in fairly good agreement
with those from ref 19 using scalar relativistic effective core
potentials. The largest discrepancy corresponds to UCl6,
where the difference is approximately 7 kcal/mol.

There is an overall good performance of both hybrid
functionals forn ) 2-6, although there is a noticeable worse
performance for the BDEs of UF and UCl. This could be
attributed to the unsuitability of the approximation employed
here to describe systems with a large number of unpaired
electrons.27 This observation is in line with the findings of
a previous paper.19 It is worth mentioning that although the
total SO effect for UF and UCl is the largest along both
series it does not improve the agreement with experiment,
making the error associated with the neglect of multiplet
interaction in DFT even more dramatic.

There are also large spin-orbit effects on the first
ionization energy (IE) of these systems. For example, at the
∆SCF level of approximation, the scalar relativistic first IE
of UF6 is 14.30 eV with PBEh, and 13.96 eV when the SNSO
is included. The experimental value is 14.14 eV.28,29 This
error is of the order of the mean absolute error in the
predicted IEs in the G3 data set (0.20 eV).30 A similar
analysis for UCl6 yields a first IE of 11.08 eV, also in good
agreement with the experimental value, 11.26 eV.31 Tables
4 and 5 present the valence orbital symmetries, the Kohn-
Sham orbital eigenvalues, and a set of adjusted energies
where the first eigenvalue has been adjusted to the∆SCF
value and the remaining shifted accordingly. The latter are
compared with experimental photoemission spectra in Fig-
ures 1 and 2. The agreement with experiment is quite good.
In fact, the calculation helps identify the features labeled as
7 and “?”29 in UF6 as artifacts not associated with the
molecular ionization spectrum. Our assignments for UF6 are
consistent with previous studies,1,32,33 and those for UCl6

differ only slightly from the pioneering work of Thornton
et al.31 (the order of thea1g andt2g states in the 11 eV range
differs in the present work).

4. Conclusions
The BDEs of the series UFn and UCln (n ) 1-6) have been
calculated using the all-electron third-order DKH approxi-
mation in combination with the hybrid density functionals
PBEh and B3LYP. The spin-orbit operator is included

self-consistently using the nuclear-only and the SNSO
approximation. Results are in very good agreement with
experimental values, with the exception of the smallest
molecules of each series, UF and UCl, where the deviation
from experiment is 18 and 28 kcal/mol, respectively. These
systems represent a challenge for computational methods,
and they may need to be studied using accurate multirefer-
ence approaches.

Population analysis reveals a larger ionic character for the
U-F bonds than for the U-Cl bonds as well as an increase
of the ionicity when decreasing the number of halogen atoms.

The ∆SCF first ionization energies of UF6 and UCl6
calculated using PBEh and the SNSO approximation are in
good agreement with available experimental data. By shifting
the one-electron orbital energies to match the HOMO level
with the∆SCF calculated value of the first ionization energy,
we are able to reproduce the main features of the UF6 and
UCl6 photoelectron spectrum.
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(29) Mårtensson, N.; Malmquist, P.-A° .; Svensson, S.; Johansson,
B. J. Chem. Phys.1984, 80, 5458.

(30) Staroverov, V. N.; Scuseria, G. E.; Tao, J.; Perdew, J. P.J.
Chem. Phys.2003, 119, 12129.

(31) Thornton, G.; Edelstein, N.; Ro¨sch, N.; Egdel, R. G.;
Woodwark, D. R.J. Chem. Phys.1979, 70, 5218.

(32) Koelling, D. D.; Ellis, D. E.; Bartlett, R. J.J. Chem. Phys.
1976, 65, 3331.

(33) deJong, W. A.; Nieuwpoort, W. C.Int. J. Quantum Chem.
1996, 58, 203.

CT050047G

616 J. Chem. Theory Comput., Vol. 1, No. 4, 2005 Peralta et al.



Effects of Arg90 Neutralization on the Enzyme-Catalyzed
Rearrangement of Chorismate to Prephenate

Cristiano Ruch Werneck Guimara˜es,* Marina Udier-Blagovic´,
Ivan Tubert-Brohman, and William L. Jorgensen*

Department of Chemistry, Yale UniVersity, 225 Prospect Street,
New HaVen, Connecticut 06520-8107

Received March 28, 2005

Abstract: Chorismate mutase (CM) is an enzyme that catalyzes the Claisen rearrangement of

chorismate to prephenate. In a recent effort to understand the basis for catalysis by CM, Kienhöfer

and co-workers (J. Am. Chem. Soc. 2003, 125, 3206-3207) reported results on the mutation

of Arg90 in Bacillus subtilis CM (BsCM) to citrulline (Cit), an isosteric but neutral arginine

analogue. An ca. 104-fold decrease in kcat or 5.9 kcal/mol increase in the free-energy barrier

(∆G‡) for the overall catalysis was observed upon mutation. In this work, attention is turned to

determining the key factors that contribute to the reduced catalytic efficiency of Arg90Cit BsCM.

Using a combined QM/MM Monte Carlo/Free-Energy Perturbation method, a ∆∆G‡ value of

3.3 kcal/mol is obtained. The higher free-energy barrier for the mutant is exclusively related to

inferior stabilization of the TS, particularly one of its carboxylate groups, by neutral Cit. In addition,

the reaction becomes 2.0 kcal/mol more exergonic. As BsCM is limited by product release, this

step contributes to the remainder of the 104-fold decrease in the rate constant in going from

Arg90 to Cit.

Introduction
Chorismate mutase (CM) is an enzyme that catalyzes the
Claisen rearrangement of chorismate to prephenate, a key
step in the shikimate pathway for generating aromatic amino
acids in plant, fungal, and bacterial systems.1-3 The reaction,
which proceeds via a chairlike transition state (TS) with the
C-O cleavage preceding the C-C bond formation (Scheme
1), is a relatively rare example of a chemical transformation
that occurs via an identical mechanism in various solvents
as well as within the enzymatic environment provided by
CM.4

This system has been the subject of a variety of experi-
mental5 and theoretical6 investigations over the last 20 years.
Despite the great attention, the origins of the rate enhance-
ment by CM still remain controversial. Preferential stabiliza-
tion of the highly polarized TS in the enzyme environment,7

favorable formation of near attack conformations (NACs)8

in the active site,9 and destabilization of the reactant caused

by a protein-driven conformational compression6g,10have all
been presented as possibilities.

In two recent works,11 the origins of solvent effects and
rate enhancement provided by theBacillus subtilis CM
(BsCM) for the rearrangement of chorismate to prephenate
were examined using mixed quantum mechanics and mo-
lecular mechanics (QM/MM)12 combined with Monte Carlo13/
Free-Energy Perturbation14 (MC/FEP) simulations and the
NAC concept.9 Scheme 2 illustrates the important steps in
the NAC-based model for the chorismate to prephenate
rearrangement. The first component of the free energy of
activation (∆G‡), the preequilibrium free energy (∆Gpreq), is
the free energy associated with the process of orienting

* Corresponding author e-mail: cris@ramana.chem.yale.edu
(C.R.W.G.) william.jorgensen@yale.edu (W.L.J.).

Scheme 1. The Chorismate to Prephenate
Rearrangement and the Transition State Analogue
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chorismate in appropriate conformations, NACs, that are well
disposed to lead directly to the TS of the reaction. This step
substitutes the former pseudodiequatorial/pseudodiaxial pre-
equilibrium, which provides a less general and more restric-
tive definition of a reactive conformer.15 Chorismate con-
formers with the forming C-C bond (RCC) less than or equal
to 3.70 Å, a distance shorter than the van der Waals distance
between vinyl carbons, are considered as NACs. The second
component of∆G‡ is the free energy associated with the
conversion of the NACs into the TS (∆GTS), leading
ultimately to the formation of prephenate, and∆Gr is the
free-energy change for the reaction. The QM/MM MC/FEP
results suggested that the rate enhancement by CM over the
aqueous phase arises primarily from conformational com-
pression of NACs by the enzyme, in agreement with the work
of Lyne et al.6g and Khanjin et al.10

In one of the latest efforts to understand the basis for
catalysis by CM, Kienho¨fer and co-workers16 reported results
on the mutation of Arg90 in BsCM to citrulline (Cit), an
isosteric but neutral arginine analogue. In doing that, the
authors aimed at investigating the effects of neutralization
of a critical cationic group in the selective stabilization of
the TS. An ca. 104-fold decrease inkcat or a 5.9 kcal/mol
increase in the free-energy barrier for the overall catalysis
was observed. A more modest 2.7-fold increase in theKm

value, which corresponds to a 0.6 kcal/mol less favorable
free energy of binding for chorismate, indicated only minor
perturbation of the ground-state Michaelis complex upon
mutation. Therefore, the results show that the binding of the
TS to BsCM is considerably affected by the Arg90Cit
mutation, becoming 6.5 kcal/mol less favorable. Interestingly,
the inhibition constant for Bartlett’s transition state analogue
(TSA)17 (Scheme 1) increases only 5.7-fold upon mutation,
which corresponds to a 1.1 kcal/mol less favorable free
energy of binding; this contrasts dramatically with the 6.5
kcal/mol for the TS. Kienho¨fer and co-workers16 suggest that
the TS is more affected by the neutralization of Arg90 due
to greater anionic character for the ether oxygen in the TS
than in the TSA.

In this work, further attention is turned to determining the
key factors that contribute to the reduced catalytic efficiency
of Arg90Cit BsCM. To accomplish that, QM/MM MC/FEP
simulations were carried out to compute the effects of the
Arg90fCit transformation on∆Gpreq, ∆GTS, and∆Gr. This
work also aims at understanding the different decrease in
affinity upon mutation for the binding of the TS and TSA
to BsCM.

Computational Details
NACs vs non-NACs (∆Gpreq). Since non-NACs are in
equilibrium with NACs,∆Gpreqcan be estimated by counting
the number of NACs and non-NACs sampled in molecular
dynamics or Monte Carlo simulations using eq 1, where
PNACs andPnon-NACs are the probabilities of sampling NACs
and non-NACs.

Alternatively,∆Gpreqcan be derived from a potential of mean
force (pmf)14b that is computed for the reaction coordinate
that converts non-NACs into NACs (RCC) in Scheme 2. The
latter approach was followed in this work, and∆Gpreq was
obtained by computing pmf curves forRCC, G(RCC), in BsCM
and Arg90Cit BsCM. The lower limit forRCC was taken as
the value ofRCC in which the ether C-O linkage begins to
break in order to form the transition state. The upper limit
for RCC was determined as the value ofRCC in which the
chorismate structure begins to deform from a normal
geometry for a ground state. The radial distribution function
for RCC (g(RCC)) in each environment was obtained from
G(RCC). The probability of samplingRCC (P(RCC)) was
obtained as a product of the respectiveg(RCC) and the volume
element of the configuration space corresponding to the
coordinateRCC. The volume element can be interpreted as a
quantity proportional to the probability of samplingRCC with
the potential function set to zero.14b In the present case, the
volume element is 4πRCC

2.
∆∆GTS, ∆∆Gr, and TS vs TSA.Since the free energy is

a thermodynamic state function, the cycles shown in Figure
1 give the relative free energies between the mutant and wild-
type BsCMs for the conversion of NACs into the TS
(∆∆GTS) (eq 2) and for the reaction (∆∆Gr) (eq 3). In eqs 2
and 3,∆GTS,mut and∆Gr,mut are the free-energy changes for
the conversion of NACs into the TS and prephenate in the
mutant BsCM, while∆GTS,wt and∆Gr,wt are the correspond-
ing quantities for the wild-type BsCM.∆Gtr,TS, ∆Gtr,NACs,
and∆Gtr,prepare the free-energy changes associated with the
Arg90fCit transformation for the TS, chorismate NACs,
and prephenate bound to the active site of the enzyme,
respectively. It is important to note that formally∆Gr is the

Scheme 2. NAC-Based Model for the Chorismate to
Prephenate Rearrangement

Figure 1. Thermodynamic cycles used for the calculation of
relative free energies between the mutant and wild-type
BsCMs for the conversion of NACs into the TS (∆∆GTS) and
for the reaction (∆∆Gr). ∆Gtr,TS, ∆Gtr,NACs, and ∆Gtr,prep are
the free-energy changes associated with the Arg90fCit
transformation for the TS, NACs, and prephenate bound to
the enzyme environments.

∆Gpreq) - RT ln
PNACs

Pnon-NACs
(1)
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free-energy change for the conversion of chorismate to
prephenate. However, as almost 100% of the chorismate
conformers in the active site of both the wild-type and mutant
BsCMs are NACs, as described in the Results section,∆∆Gr

can be written as the difference between∆Gtr,prep and
∆Gtr,NACs.

The different decrease in affinity upon mutation for the
binding of the TS and TSA to BsCM was also investigated.
To accomplish that, QM/MM MC/FEP simulations for the
Arg90fCit transformation with the TSA bound to the active
site of the enzyme were also performed.

QM/MM System. Coordinates for the 2.2 ÅBacillus
subtiliscrystal structure complexed with the TSA (2cht from
the Brookhaven Protein Data Bank) were employed.18 Of
the four homotrimers of chorismate mutase in the 2cht
structure, only the first was retained (Figure 2). A single
active site was taken as the center of the reacting system.
Residues with any atom within 15 Å of the center of the
reacting system were retained in the simulations (residues
in yellow and red), and any clipped residues were capped
with acetyl and N-methylamine groups. The enzymatic
system then has 2249 atoms, consisting of 149 amino acid
residues and a single substrate or the TSA (shown in blue).
In the QM/MM calculations, degrees of freedom for the
protein backbone atoms were not sampled. Only the bond
angles and dihedral angles for the side chains of residues
with any atom within 10 Å from the center of the reacting
system were varied (residues in yellow). The substrate and
TSA are fully flexible except where specified below. Charge
neutrality for the wild-type BsCM was imposed by having
a total protein charge of 2 e; charged residues near the active

site were assigned normal protonation states for physiological
pH, and the adjustments for neutrality were made to the most
distant residues. Each protein-solute system was solvated
with a 22-Å radius water cap of 766 molecules, and a half-
harmonic potential with a 1.5 kcal/mol‚Å2 force constant was
applied to water molecules at distances greater than 22 Å
from the center of the solute. The preparation of the
enzymatic systems was much facilitated by use of the chop
delegate and MidasPlus 2.1.19

Arg90fCit Transformations. Initial geometries for the
Arg90fCit simulations with the TS, chorismate, and prephen-
ate bound to the BsCM active site were obtained from the
previous study with the wild-type enzyme.11a TheRCO (1.86
Å) andRCC (2.20 Å) distances obtained by the TS search in
BsCM were assumed to be the same for the mutant. This is
reasonable based on previous findings that showed that the
TS geometry in the gas-phase, water, methanol, and in BsCM
are essentially the same, being little affected by the environ-
ment.11 The RCO and RCC distances were fixed during the
simulations with the TS bound to the active site; however,
they were fully sampled for chorismate and prephenate in
the active site. The initial geometry for the Arg90fCit
simulations with the TSA bound to BsCM was built by
adding two hydrogen atoms to the initial geometry for the
TS and by reducingRCO andRCC to the values in the 2cht
crystal structure. TheRCO andRCC distances were sampled
with the TSA bound in the active site.

The Arg90fCit transformations were performed using the
single topology approach by melding the force field param-
eters for bond angles, torsions, and nonbonded interactions.
To keep the number of atoms fixed, two guanidinium
hydrogens were mutated to dummy atoms (DM) (Figure 3).
The bond angles involving dummy atoms have the same
parameters as their counterparts in the initial state. Associated
unphysical contributions to the free-energy differences cancel
in a thermodynamic cycle.20 Since the bond lengths for the
side chains were not sampled in the QM/MM simulations,
they were treated as geometrical variables in the Arg90fCit
transformation; the C-N equilibrium distance in Arg90 was
perturbed from 1.34 to 1.23 Å, the CdO equilibrium distance
in Cit. The N-H distances were perturbed from 1.01 Å to
the value of 0.5 Å for the O-DM distances. Shrinking the
bond length for dummy atoms is a common practice to
improve convergence in FEP simulations.20-22 Finally, Figure
3 illustrates how the charge distribution is changed by the
transformation.

Figure 2. Chorismate mutase with Bartlett’s inhibitor (shown
in blue). The blue dots represent the 22-Å radius water cap
of 766 molecules. Residues with any atom within 15 Å of the
center of the reacting system were retained in the simulations
(residues in yellow and red).

∆∆GTS ) ∆GTS,mut- ∆GTS,wt ) ∆Gtr,TS - ∆Gtr,NACs (2)

∆∆Gr ) ∆Gr,mut - ∆Gr,wt ) ∆Gtr,prep- ∆Gtr,NACs (3)

Figure 3. The Arg90fCit transformation and the change in
the charge distribution. DM is a dummy atom.
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MC Simulations Protocol. Pmf curves followingRCC,
computed using increments of 0.02 Å, were obtained via MC
statistical mechanics in conjunction with FEP calculations
at 25 °C using double-wide sampling. To ensure conver-
gence, each MC/FEP simulation was extensive. Initial
reorganization of the solvent was performed for 5× 106

configurations. This was followed by 30× 106 configurations
of full equilibration and 30× 106 configurations of averaging
for each window. The Arg90fCit transformations were also
performed via MC/FEP calculations at 25°C using double-
wide sampling. The initial and final states were coupled using
20 windows with values for the coupling parameter (λ)
evenly distributed between 0 and 1 (0.025, 0.075, 0.125, ...,
0.875, 0.925, 0.975). In this case, initial reorganization of
the solvent was performed for 5× 106 configurations,
followed by 30× 106 configurations of full equilibration
and 100× 106 configurations of averaging for each window.

The combined QM/MM method as implemented in
MCPRO 2.123 was used to perform all calculations. Estab-
lished procedures including Metropolis and preferential
sampling and the Zwanzig equation were employed.13,24

Statistical uncertainties were obtained from the batch means
procedure with batch sizes of 1× 106 configurations.13 The
present QM/MM calculations used AM125 for the solute
intramolecular energy. Computation of the QM energy and
atomic charges is required for every attempted move of the
QM region, which occurred every 200 configurations.
Intermolecular interactions (EQM/MM) of the QM solute with
the MM region are given by eq 4 as the sum of all
interactions between the QM and MM atoms, whereqi and
qj are the partial atomic charges andσij andεij are Lennard-
Jones (LJ) parameters.

Partial atomic charges for the solutes were obtained from
the CM1A procedure,26 while standard Lennard-Jones pa-
rameters were assigned for solute atoms [for C,σ ) 3.550
Å, ε ) 0.070 kcal/mol; for H on C,σ ) 2.460 Å,ε ) 0.030
kcal/mol; for hydroxyl H,σ ) ε ) 0.000; for O,σ ) 3.000
Å, ε ) 0.170 kcal/mol]. The choice of partial charges is
important in the present context, and the AM1-based CM1A
charges have been shown to perform well in studies of

medium effects on reaction rates and for free energies of
hydration.11,27

The protein was represented with the OPLS-AA force
field,28 and the TIP4P model was used for water.29 Residue-
based cutoffs of 10 Å were employed. However, as the
Arg90fCit transformation involves a charge mutation, no
cutoffs were applied for the mutating residue. In this manner,
the missing long-range electrostatic interactions between
Arg90 and the residues and solvent molecules outside the
finite spherical system would likely cancel when computing
double free-energy differences.

Results and Discussion
NACs vs non-NACs.Figure 4 shows the computed pmf
curves (G(RCC)) and the probability of samplingRCC (P(RCC))
in the mutant and wild-type BsCMs. All chorismate confor-
mations withRCC less than or equal to 3.70 Å are character-
ized as NACs. It should be noted that∆Gpreqonly contributes
to ∆G‡ in the case of an unfavorable preequilibrium step;
the number of non-NACs is greater than the number of
NACs. Figure 4 shows that when chorismate is bound to
either the mutant or wild-type BsCM, the population of
NACs is almost 100%, which makes∆Gpreq very favorable,
-9.0 kcal/mol in BsCM and-9.3 kcal/mol in Arg90Cit
BsCM. In other words, the preequilibrium step is unimportant
to the kinetics for both enzymes and thus is not responsible
for the 104-fold decrease in the rate constant in going from
Arg90 to Cit.

AverageRCC distances of 3.08 and 3.04 Å were obtained
for the complexes between fully flexible chorismate and the
wild-type and mutant BsCMs. The average distances agree
with the RCC distribution profiles extracted from the pmf
curves obtained in both environments and show once again
that the chorismate conformers in the active site with either
Arg90 or Cit are essentially NACs.

Arg90fCit Transformations. The Arg90fCit transfor-
mation was performed for the TS, TSA, chorismate (or
NACs), and prephenate bound to the active site. Long MC/
FEP simulations generated smooth free-energy curves in all
cases (Figure 5). The neutralization of the cationic Arg90 is
uniformly unfavorable as the solutes have a charge of-2;
∆Gtr,TS, ∆Gtr,TSA, ∆Gtr,NACs, and∆Gtr,prep were computed to
be 68.2( 0.1, 70.0( 0.1, 64.9( 0.1, and 62.9( 0.1 kcal/
mol, respectively.

Figure 4. Plots of the one-dimensional potentials of mean force following RCC (the reaction coordinate that converts non-NACs
into NACs) and the probability of sampling it in the wild-type and mutant BsCMs.

EQM/MM ) ∑
i

on QM

∑
j

on MM

[qiqje
2/rij + 4εij(σij

12/rij
12 - σij

6/rij
6)]

(4)
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To investigate the effects of the Arg90fCit transformation
for all complexes, the interaction mode between each
compound and selected residues from the active site was
analyzed (Figure 6). It can be seen that the carboxylate
groups of the TS and TSA closely interact with all arginine
residues (Arg7, Arg63, Arg90, and Arg116) in the pocket
for the wild-type enzyme, whereas chorismate and prephenate
interact with only three; chorismate loses the interaction with
Arg116 and prephenate with Arg63. The TS and TSA appear
to have optimal arrangement of the carboxylate groups to
maximize their interactions with the cationic residues. The
average distance between the carbon atoms of the carboxylate

groups (C*-C*) for the TS and TSA is very similar, 4.78
Å for the TS and 4.91 Å for the TSA. However, the average
C*-C* distance for chorismate is too long (5.30 Å), while
for prephenate it is too short (4.51 Å).

In the specific case of the interactions with Arg90, Table
1 shows that the average distances between its guanidinium
nitrogens (NE, N1, and N2) and the oxygens (O) of the
carboxylate group closely interacting with the cationic residue
are shorter for the TS and TSA than for chorismate and
prephenate. On the other hand, the average distances between
the ether oxygen (O′; carbonyl oxygen for prephenate) and
the Arg90 guanidinium nitrogens are shorter overall for

Figure 5. Free-energy curves associated with the Arg90fCit transformation for the TS, TSA, chorismate, and prephenate
bound to the active site. ∆Gtr,TS, ∆Gtr,TSA, ∆Gtr,NACs, and ∆Gtr,prep values of 68.2, 70.0, 64.9, and 62.9 kcal/mol were obtained.

Figure 6. Snapshots illustrating key interactions between each solute and selected residues from the active site. The carbon
atoms of Arg90 and Cit are colored green. C*-C* is the average distance between the carbon atoms of the carboxylate groups.
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chorismate and prephenate than for the TS and TSA. The
latter pattern is at odds with the∆Gtr values. Thus, the re-
sults indicate that the∆Gtr values are dominated by the
proximity of Arg90 and the carboxylate group; the complex
between the TSA and BsCM, which has the closest proximity
to the carboxylate group (Table 1), is the most affected by
the neutralization followed by the TS, chorismate, and
prephenate.

∆∆GTS and ∆∆Gr. As ∆Gpreq is negative for the wild-
type and mutant BsCMs, the preequilibrium step does not
contribute to the free energies of activation in both environ-
ments;∆G‡ is equal to∆GTS. In the prior work,11a ∆GTS

and, consequently,∆G‡ were computed to be 26.9( 0.5
kcal/mol for BsCM (Table 2). Then, insertion of the
computed∆Gtr,TS and ∆Gtr,NACs values in eq 2 leads to a
∆∆GTS value of 3.3( 0.1 kcal/mol. Thus, a∆G‡ value of
30.2 ( 0.5 kcal/mol is obtained for the mutant. The
calculated barriers are larger than the experimental∆G‡ of
15.4 and 21.3 kcal/mol for BsCM and Arg90Cit BsCM,
respectively.16,31 This difference arises from the previously
described deficiency in the AM1 activation barriers.11b

However, in examining the difference in the free energy of
activation between the mutant and wild-type BsCMs,∆∆G‡,
errors from the QM method are mostly expected to cancel.
Indeed, the calculated∆∆G‡ (3.3 kcal/mol) compares favor-
ably to the experimental value (5.9 kcal/mol).

Mattei et al. have shown that BsCM is limited by product
release at high substrate concentrations.32 Analysis of the
kinetic data indicated that the diffusive transition state for
product release is 40% rate-determining in this concentration
regime. Calculation of∆∆Gr (eq 3) shows that the reaction
becomes 2.0( 0.1 kcal/mol more exergonic with the
Arg90fCit transformation (Table 2), which should make
the mutant less efficient in catalyzing the rearrangement due
to slower product release. This, obviously, assumes that the
TS for the product release step is not affected by mutation.
This assumption is supported by the experimental work of
Mattei et al.,32 which indicates that the product release step
is controlled by conformational changes observed on the
C-terminal tail of BsCM; this region does not contain Arg90.
Finally, if the computed∆∆G‡ included not only the
chemical step but also the product release step, the calculated
value should be more positive than 3.3 kcal/mol. This would
bring the experimental and calculated values into closer
agreement.

Figure 7 summarizes the free-energy results for the wild-
type and mutant BsCMs. The free energies of binding of
chorismate to the wild-type and mutant BsCMs were taken
from the experimental work of Kienho¨fer et al.16 The
calculated∆Gr value of-21.5 ( 0.6 kcal/mol obtained in
water11b is significantly more negative than the experimental
value of-13.4 ( 2.2 kcal/mol,5c while it is close to other
theoretical predictions ranging from-20.5 to-22.0 kcal/
mol.7f However,∆Gr in BsCM (Table 2) was computed to
be more favorable than other theoretical estimations.6b,7f

Our previous QM/MM MC/FEP calculations indicated that
the rate enhancement by BsCM over the aqueous phase
resulted primarily from conformational compression of NACs
by the enzyme and that the selective stabilization of the TS
in the enzyme environment relative to water played a

Table 1. Average Distances between the Arg90
Guanidinium Nitrogens and Pyruvyl and Ether Oxygens for
All Solutesa

chorismate TS TS*b TSA prephenate

O-NE 3.65 3.22 2.94 2.87 3.78
O-N1 5.86 4.15 4.18 4.22 5.94
O-N2 4.56 3.46 3.23 3.16 4.98
O′-NE 3.31 4.75 4.66 4.59 3.03
O′-N1 4.61 4.47 4.73 4.86 4.24
O′-N2 2.96 3.29 3.15 3.12 2.99

a Obtained with the Mok program.30 b TS* has RCO and RCC

increased to 2.16 and 2.50 Å from the values of 1.86 and 2.20 Å for
the TS.

Table 2. Computed and Experimental Free-Energy
Changes for the Claisen Rearrangement of Chorismate
Catalyzed by the Wild-Type and Mutant BsCMsa

BsCM Arg90Cit BsCM

∆Gpreq -9.0 -9.3
∆GTS

b 26.9 ( 0.5 30.2 ( 0.5
∆G‡

calc 26.9 ( 0.5 30.2 ( 0.5
∆G‡

exp 15.4c 21.3d

∆∆G‡
calc 0.0 3.3 ( 0.1

∆∆G‡
exp 0.0 5.9

∆Gr
b -40.7 ( 0.6 -42.7 ( 0.6

a Values in kcal/mol. b The error in ∆GTS and ∆Gr were calculated
by propagating the standard deviation (σi) on the individual ∆Gi used
to obtain the pmf curve. The equation

x∑
i

N

σi
2

was used, where N is the number of ∆Gi values. c Reference 31.
d Reference 16.

Figure 7. Free-energy diagram for the wild-type and mutant
BsCMs. The free energies of binding between chorismate and
the enzymes were estimated using the Km values reported
by Kienhöfer and co-workers.16 The TS for the product release
step was assumed not to be affected by mutation (see text
for details). The more stable complex between prephenate
and Arg90Cit BsCM would increase the barrier and retard
product release for the mutant.
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secondary role in the catalysis.11a More specifically, confor-
mational compression was estimated to lower the free-energy
barrier by 7.9 kcal/mol of a total∆∆G‡ of 11.2 kcal/mol,
while the remaining 3.3 kcal/mol is due to preferential TS
stabilization. This conflicts with other QM/MM calculations
which showed significant TS stabilization by the enzyme.7a,7d

One possible explanation for this is the use of a different
thermodynamic analysis to estimate the contributions for the
lowering of the barrier in BsCM. While in our work11a

conformational compression (or substrate preorganization)
was defined as unfavorable intramolecular contributions due
to geometrical changes of the substrate upon binding to the
enzyme, other QM/MM calculations defined substrate pre-
organization as the free energy cost of forming the same
distribution in solution as observed in the enzyme. An
alternative source of discrepancy might be associated with
energetic deficiencies of AM1 in reproducing the activation
barrier.11b This could potentially lead to an overestimation
of the conformational compression contributions for the
binding of NACs to BsCM and consequently for the lowering
of the free-energy barrier in BsCM relative to water.

The calculations show that the free energy of activation
for the mutant is increased by 3.3 kcal/mol relative to the
wild-type BsCM; the slower product release step should
contribute to the remaining of the 104-fold decrease in the
rate constant in going from Arg90 to Cit. Also, the average
RCC distance for chorismate changes from 3.5 Å in water11a

to ca. 3.0 Å in the complex with either Arg90 or Cit in the
active site. These results suggest that the mutation completely
abolishes the preferential TS stabilization in the enzyme,
particularly due to loss of the salt-bridge with the pyruvyl
carboxylate group by neutral Cit, while giving similar
conformational compression of NACs. In other words, the
reaction in the mutant is faster than in water due exclusively
to conformational compression of the substrate.

TS Geometry. The RCO (1.86 Å) and RCC (2.20 Å)
distances obtained previously by the TS search in BsCM11a

using AM1 for the solute were found to be more compact
than those obtained by higher levels of QM theory.4a,6a,6c,7b,7f,7g

This is consistent with a previous study which examined the
Claisen rearrangements of allyl vinyl ether and allyl phenyl
ether, where AM1 transition structures were found to be
tighter with greater 1,4-diyl character than various ab initio
structures.33 Thus, the effects of different geometries for the
TS on ∆Gtr,TS were examined by perturbingRCO and RCC

from 1.86 and 2.20 Å to 2.16 and 2.50 Å, respectively, with
increments of 0.05 Å for Arg90 and Cit in the active site.
The elongated TS is referred to here as the TS*, and its
values for the reaction coordinate were estimated by averag-
ing theRCO andRCC values obtained with higher levels of
QM theory.4a,6a,6c,7b,7f,7g

Figure 8 shows that the neutralization of Arg90 to Cit
becomes increasingly unfavorable asRCO and RCC are
elongated;∆Gtr,TS changes from 68.2 to 70.9 kcal/mol when
the TS is transformed to the TS* in the active site. The results
in Table 1 once again suggest that the∆Gtr values are largely
dominated by the proximity of Arg90 to the pyruvyl
carboxylate group; the complexes between the TSA and
BsCM and the TS* and BsCM, which have similar values

for the average distances between Arg90 and the carboxylate
oxygens (O), are expected to be the most affected by the
neutralization followed by the TS. Contributions from the
interaction between Arg90 and the ether oxygen (O′) should
also be relevant. Figure 9 shows that the average charge
distributions for the TSA, TS, and TS* are very similar,
except that the latter has more negative charge on the ether
oxygen (O′). Finally, if the more dissociated TS* is
considered, the increased∆Gtr,TS value in eq 2 yields a∆∆G‡

value of 6.0 ( 0.1 kcal/mol. This is the same as the
experimental value (5.9 kcal/mol) without consideration of
the effect of the mutation on product release.

TS vs TSA. The experimental results of Kienho¨fer and
co-workers16 show that the binding of the TS to BsCM is
significantly affected by the Arg90Cit mutation, becoming
6.5 kcal/mol less favorable. This contrasts dramatically with
the effects of mutation on the binding of the TSA, which
becomes less favorable by only 1.1 kcal/mol. In other words,
the mutation diminishes the binding of the TS to BsCM by
5.4 kcal/mol more than it does for the binding of the TSA.
Kienhöfer and co-workers16 suggest that this is due to greater
anionic character for the ether oxygen in the TS. This pattern
is not well reproduced here. If the TS and TSA are compared,
the TS is less destabilized by the Arg90Cit mutation than
the TSA by 1.8 kcal/mol (Figure 5). However, if the TS* is
used, it is more destabilized than the TSA but by only 0.9
kcal/mol.

As mentioned above, the ether oxygen is more negative
by 0.05 and 0.11 e in the TS and TS* than in the TSA (Figure
9); however, the FEP calculations predict similar effects for
the mutation on binding of all three. The more dominant
interaction in the computations is between Arg90 and the
proximal carboxylate group, which has a similar disposition
and charge distribution for the TS, TS*, and TSA (Figures
6 and 9). A possible source of the discrepancy between the
computations and the experiment for the TSA vs TS or TS*
is the lack of backbone sampling in the calculations. The
TSA is more compact and might benefit more from relaxation
of the protein backbone upon Arg90 neutralization. Another
explanation might be related to the much closer proximity
between Arg90 and the pyruvyl carboxylate group of the

Figure 8. Effects of modification of the TS geometry on
∆Gtr,TS from MC/FEP calculations. The neutralization of Arg90
to Cit becomes increasingly unfavorable as RCO and RCC are
elongated.
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TSA obtained by the MC simulations. The calculated O-NE,
O-N1, and O-N2 distances of 2.87, 4.22, and 3.16 Å (Table
1) compare to experimental values of 4.43, 5.31, and 5.53
Å, obtained by averaging the distances for 12 independent
active sites in the BsCM crystal structure complexed with
the TSA. However, the experimental distances should be
taken with caution as they have considerable noise; the
O-NE, O-N1, and O-N2 distances range from 3.84 to
5.66, 3.83 to 6.33, and 4.60 to 7.01 Å with standard
deviations of 0.66, 1.02, and 0.75 Å, respectively. This
contrasts dramatically with the good agreement between
experimental and calculated distances obtained for the
complex between prephenate and BsCM. The calculated
O-NE, O-N1, and O-N2 distances of 3.78, 5.94, and 4.98
Å (Table 1) compare to experimental values of 3.91, 6.16,
and 5.05 Å, obtained by averaging the distances for 9
independent active sites in the BsCM crystal structure
complexed with prephenate (1com from the Brookhaven
Protein Data Bank).34 In this case, the experimental distances
are much more precise; O-NE, O-N1, and O-N2 range
from 3.70 to 4.13, 5.90 to 6.43, and 4.64 to 5.53 Å with
standard deviations of 0.14, 0.19, and 0.27 Å, respectively.

Conclusions
Bacillus subtilischorismate mutase (BsCM) catalyzes the
Claisen rearrangement of chorismate to prephenate. In this
work, the key factors that contribute to the reduced catalytic
efficiency upon mutation of Arg90 to citrulline (Cit), an
isosteric but neutral arginine analogue, were investigated.
The differential effects on affinity upon Arg90 neutralization
for the binding of the transtition state (TS) and the transition
state analogue (TSA) to BsCM were also studied. Using a
combined QM/MM Monte Carlo/Free-Energy Perturbation
method, an increase in the free-energy barrier upon mutation
(∆∆G‡) of 3.3 kcal/mol was obtained. The computations have
provided extensive structural details, as in Table 1 and Figure
6, and the higher free-energy barrier for the mutant is
ascribed to inferior stabilization of the TS, particularly the
pyruvyl carboxylate group, by neutral Cit. The calculated
∆∆G‡ can be compared to an experimental value of 5.9 kcal/
mol for the overall catalysis. However, in addition to the
increase in the free-energy barrier, the reaction is computed
to be 2.0 kcal/mol more exergonic for the mutant according

to the QM/MM simulations. Consideration of the associated
retardation of the product release should bring the experi-
mental and calculated values into even closer agreement.
Alternatively, it was also shown that if a more dissociative
transition state (TS*) is considered, the calculated∆∆G‡

value increases to 6.0 kcal/mol.

Finally, the experimental results of Kienho¨fer and co-
workers16 indicate that the mutation diminishes the binding
of the TS to BsCM by 5.4 kcal/mol more than it does for
the binding of the TSA, and they suggested that this is due
to greater anionic character for the ether oxygen in the TS.
The charge shift is supported here; however, similar effects
of the mutation are predicted for the TS and TSA. Further
computational exploration on this point is warranted using
alternative QM methodology and allowing relaxation of the
protein backbone.
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Abstract: The frequency-dependent polarizability of the 20 essential amino acids has been

calculated by an electrostatic interaction model where an Unsöld-type of model has been adopted

for the frequency dependence. The interaction model has previously been parametrized from

Hartree-Fock calculations on a set of molecules, and the model is in this work extended by

sulfur parameters by including a set of 18 small sulfur compounds. The results for the amino

acids by using the interaction model compare well with Hartree-Fock calculations with deviations

of around 5% for the isotropic polarizability. Furthermore, the intrinsic (or optical) dielectric

constant related to the polarizability has been calculated for three small proteins, ribonuclease

inhibitor, lysozyme, and green fluorescent protein, adopting the interaction model. The results

are consistent with the intrinsic dielectric constants found for proteins in the literature.

I. Introduction
Molecular models of polarization are of importance in many
aspects of computational molecular sciences. For example,
when molecules interact with each other, they are polarized
by the electric field of the surroundings.1-3 In many cases,
explicit polarization has also been included in force fields,4-17

and its relevance for protein simulations has also been
discussed.4-21 In addition, the frequency-dependent polar-
izability also describes the response to an external electric
field.1,22,23 The polarizability is thus the microscopic coun-
terpart to the macroscopic refractive index and dielectric
constant, which are of fundamental importance in the design
of new electro-optical materials.24-26

The modeling of molecular polarizabilities is thus of
fundamental importance in molecular sciences. They may
be calculated in quantum chemical calculations, but even
though the method development has been substantial over

the last years including new density functional theory (DFT)
methods,27,28 these methods are restricted to rather small
systems. On the other hand, in simulations of molecular
liquids, the polarization energy is calculated repeatedly for
systems with a large number of molecules.15,29,30In a force
field, atom-type parameters are used to model the molecular
charge distribution, and consequently the molecular polar-
izability is in most cases described in terms of atomic or
bond polarizabilities.15,19,31-33

We have developed a molecular mechanics model for
molecular polarizabilities,34-37 which is based on the point-
dipole interaction (PDI) model originally suggested by
Silberstein,38-40 and to a large extent exploited by Appleq-
uist.41,42 The model is based on the fact that a molecule is
regarded as a set of (isotropic) atomic polarizabilities. In an
external electric field, atomic dipole moments are induced
which results in an additional electric field on the surrounding
atoms. A set of coupled equations is obtained, where the
solution gives the molecular polarizability tensor. The model
includes a set of atom-type polarizabilities which may be
parametrized from known molecular polarizabilities. In our
work, the model has been parametrized from quantum
chemical calculations, and the frequency-dependence has
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been included as an Unso¨ld model.34 The model for including
the damping of the interatomic interactions at short distances
has been improved,37 and the model has been extended by
boron parameters.36 The model has also been extended to
second hyperpolarizabilities.43-46

The polarizabilities of the essential amino acids are studied
in this work. It may be regarded as a first step toward a
polarizable force field for peptides and proteins, but peptide
systems are also strong candidates for materials in nonlinear
optics.47,48To include also the sulfur-containing amino acids,
the model has to be extended with sulfur parameters. The
work is thus divided into three parts: a parametrization of
sulfur, calculations on amino acids, and calculations on three
small proteins.

II. Theoretical Background
Considering a set ofN interacting atomic polarizabilities,
the atomic induced dipole moment,µI

ind, of atomI due to an
external electric field,Eext, is given by

whereT IJ,âγ
(2) is the dipole interaction tensor given as

The Greek subscripts,R, â, ..., denote the Cartesian
coordinatesx, y, or z. In eq 1 the Einstein summation
convention for repeated Greek subscripts has been employed,
and it is used throughout this work. The molecular polariz-
ability is obtained as41

hereB is the relay matrix defined as

An improved model is obtained if the contributions from a
smeared-out charge distribution is included in terms of a
damping of the interaction in eq 1 by modifying theTIJ,Râ

tensor.49,50 The damping of the interactions arises from the
overlap of the smeared-out charge distributions, and the
model used here is obtained by considering the overlap
between two Gaussian charge distributions.37 We obtain the
damped interaction by modifying the interaction tensors

which is equivalent to replacingRIJ by SIJ andRIJ,R by SIJ,R

in the regular formulas for the interaction tensor. We utilize
the following “scaled distance”37

whereaIJ is given byaIJ ) ΦIΦJ/(ΦI + ΦJ), andΦI is the

damping parameter (the width of a Gaussian charge distribu-
tion) of atomI.

Well below the first electronic absorption, the frequency-
dependence of the molecular polarizability is often ap-
proximated with an Unso¨ld-type of expression.22 Here we
assume that the atomic polarizability has a similar frequency-
dependence34

whereωj I is an atom-type parameter andω is the frequency.
For a given polarizability tensorRRâ, the isotropic (or

mean) polarizability is defined as

and here theanisotropicpolarizability is calculated as

III. Calculational Details
For the quantum chemical computations of frequency-
dependent polarizabilities we use the Dalton program pack-
age51 as described in refs 52-54 using linear response
functions at the SCF level. The basis set of Sadlej55 was
employed since it has been shown previously that it gives
good results for polarizabilities considering its limited size.56

The following frequencies have been used:ω(au)/λ(nm) )
0.0/∞, 0.02389/1907, 0.04282/1064, and 0.0774/589 (1 au
) 27.21 eV). For the parametrization of sulfur, a series of
18 molecules57 containing S atoms has been added to the
original set of 187 molecules used in our previous study.37

The geometries of the new molecules containing S atoms
have been optimized at the PM3 level with the Gaussian 98
program package.58 The geometries of the amino acids have
been generated in a similar manner, but these molecules were
not included in the trial set. The choice of basis set and
optimization level is dictated by our previous work.37

Although optimizing the geometries at a higher level of
theory, like DFT, would be preferable, it is not deemed
necessary for the present work since the geometry depen-
dence of the molecular polarizability may be assumed to be
modeled by theT(2) tensor.

The structures for the three proteins ribonuclease inhibitor
(RNI), lysozyme (LYS), and green fluorescent protein (GFP),
were taken as the crystal structures from the Protein Data
Bank with entry code 1BTA, 135L, and 1GFL, respectively.
For LYS hydrogen atoms were added, and the water
molecules were removed using PyMol.59 For GFP only the
monomer (chain A) was used, and again hydrogen atoms
were added, and water molecules were removed using
PyMol. Besides this no other refinements of the stuctures
have been done in this work. Cartoon models of RNI, LYS,
and GFP are displayed in Figures 1-3, respectively.

IV. Parametrization of Sulfur
We adopt the same scheme as used in our previous work to
optimize the parameters describing the frequency-dependent

µI,R
ind ) RI,Râ(Eâ

ext + ∑
J*I

N

TIJ,âγ
(2) µJ,γ

ind) (1)

T IJ,âγ
(2) )

3RIJ,âRIJ,γ

RIJ
5

-
δâγ

RIJ
3

(2)

RRâ
mol ) ∑

I,J

N

BIJ,Râ (3)

B ) (R-1 - T(2))-1 (4)

T IJ,R1...Rn

(n) ) ∇R1...∇Rn( 1
SIJ

) (5)

SIJ ) xRIJ
2 + π

4aIJ
(6)

RI(-ω;ω) ) RI(0;0)× [ ωI
2

ωI
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Rj ) 1
3
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1

2
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polarizabilities.37 For the static polarizability, the root-mean-
square (rms) of the differences between the quantum chemi-
cal molecular polarizability tensors,RRâ,i

QC , and the model
molecular polarizability tensors,RRâ,i

model, have been mini-
mized as

whereN is the number of molecules.
In a similar manner, the parameters describing the

frequency-dependence of the molecular polarizability have
been optimized by minimizing

i.e. we parametrize the frequency-dependence only and do
not attempt to correct for errors introduced in the param-
etrization of the static polarizability.

Since we already have obtained parameters for the
elements H, B, C, N, O, F, and Cl in our previous work on
a trial set of 187 molecules,37 only the S parameters have
been optimized, and the parameters for the other elements
have been kept fixed. The optimized parameters are collected
in Table 1 together with the obtained rms. The rms for the
static polarizability is only 2.47 au considerably lower than
the rms of 5.29 au found previously.37 Therefore, we
conclude that it is not needed to perform a refit of all
parameters. This illustrates that the inclusion of new elements
in the optimization can be performed by only optimizing the
parameters for the new elements, at least as long as the new
molecules included in the trial set are similar to the existing
molecules. One would expect on the basis of atomic numbers
that the “atomic” polarizability of S would be lower than
that of Cl; however, we find the opposite to be the case.
However, a better measure is the radius of the atoms since
the classical polarizability of a conducting sphere (CS) is
given byRjCS ) R3 whereR is the radius of the sphere. Using
this criteria we would expect an ordering of the atomic
polarizability as H< F < O < N < C < B < Cl < S, if we
use the covalent atomic radius adopted from WebElements.60

If we compare with the polarizability in Table 1, this ordering
is in agreement with our results. A similar trend has also
been found in the work by Swart et al.33 using the PDI model
by Thole. The rms of 0.77 au found for the frequency-

Figure 1. Cartoon of the ribonuclease inhibitor protein made using PyMol.59
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dependence is larger than the value of 0.37 au that was
obtained previously. Due to the very different frequency-
dependence of the molecules containing B atoms, we found
in our previous work a significant improvement by adopting
a separate set ofωp parameters for the boron molecules.37

This may also be the case for the molecules containing S
atoms. However, the frequency-dependence is in general very
modest, and, therefore, we will keep the more general set of
parameters.

V. Calculations on Amino Acids
The essential amino acids have not been included in the
trial set and will therefore allow us to test the accuracy of
the PDI model with the parameters adopted from Table 1.
The frequency-dependent mean polarizabilities of the
amino acids calculated with the PDI model,RjPDI, have
been plotted versus the polarizabilities obtained using
the SCF method,RjSCF, in Figure 4. In Figure 5, the
corresponding plot is presented for the anisotropic polariz-
abilities. Furthermore, the static mean and anisotropic
polarizabilities for the amino acids have been collected in
Table 2.

In Table 2 and Figure 4, a good agreement is found for
the mean polarizability between the PDI model and SCF
results. The deviation in the static mean polarizability is on
average 4.9% with the largest deviations of 8.5% for aspartic
acid and 8.3% for glutamic acid. Among the 20 amino acids,
it is only cysteine and methionine which contain an S atom,
and the mean polarizability of these molecules is well
described with the PDI model again illustrating the accuracy
of the new S parameters. For all amino acids, the mean
polarizability calculated with PDI is larger than the SCF
polarizability.

In general, it is expected that the inclusion of electron
correlation in the quantum chemical calculations will increase
the values of the polarizabilities since the SCF method is
known to underestimate the polarizability. If we compare
our SCF values for the polarizability with the DFT results
of Swart et al.61 we find that this is indeed the case. Swart
et al.61 also presented a parametrization of the original Thole
PDI model for the 20 amino acids against polarizabilities
calculated using DFT. If we compare our results with both
their reported DFT results and the Thole PDI model results
we find a good agreement.

Figure 2. Cartoon of the lysozyme protein made using PyMol.59
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For the anisotropies in Figure 5 and Table 2, a larger
deviation is found between the PDI model and the SCF
results. The average deviation is 25.9% with the largest
deviation of 64.1% for isoleucine. In general, anisotropies
are much more difficult to model than the mean polarizabil-
ity, and it is therefore not surprising that the deviation is
larger in this case. Furthermore, according to eq 10 the
absolute error of the tensor components is minimized, which
may result in large relative errors in cases where the absolute
values are small. For the aromatic amino acids, phenylala-
nine, tyrosine, and trypthophan, we see that not only the
anisotropy is modeled accurately but also the anisotropy of
arginine is modeled successfully by the PDI model. These
molecules have a large polarizability as compared with the
other amino acids, and also the mean polarizability of these

molecules are modeled very well with the PDI model. We
note that in all cases the PDI model predicts anisotropic
polarizabilities which are larger than the corresponding SCF
value.

In Figures 4 and 5, a similar accuracy is obtained for the
frequency-dependent polarizabilities of the amino acids. This
is expected due to the small dispersion in the frequency range
investigated here. Again the amino acids containing S atoms
give similar results to the other amino acids.

VI. Calculations on Proteins
To illustrate the usefulness of the PDI model to calculate
the polarizability of large systems where quantum chemical

Figure 3. Cartoon of the green fluorescent protein made using PyMol.59

Table 1: Atomic Parameters Fitted To Model the
Frequency-Dependent Polarizability Using the PDI-SQRT
Unsöld Modela

atom Rp Φp ωp

H 1.280 0.358 0.413
B 8.649 0.074 -
C 8.465 0.124 0.784
N 6.169 0.268 0.658
O 3.754 4.103 0.493
F 1.907 1.468 0.896
Cl 13.081 0.453 0.375
S 19.617 0.120 0.534
rmsb 2.47 0.77

a In au, 1 au ) 0.1482 Å3. The parameters for the elements H, B,
C, N, O, F, and Cl have been taken from ref 37, and only the S
parameters have been optimized in this work. b Optimized error, see
eqs 10 and 11.

Figure 4. The isotropic polarizability in au calculated using
PDI vs SCF for the frequencies ω(au) ) 0.0 (+), 0.02389 (0),
0.04282 (]), and 0.0774 (×).
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calculations are unfeasible, PDI calculations have been
performed for the static polarizability of three proteins. The
three proteins are ribonuclease inhibitor (RNI) which contains
89 residues (1434 atoms), lysozyme (LYS) which contains
129 residues (1950 atoms), and green fluorescent protein
(GFP) which contains 230 residues (3604 atoms). Cartoons
of the proteins are presented in Figures 1-3, respectively.
For RNI, we obtain a mean polarizability ofRj ) 6903.64
au and an anisotropy of∆R ) 667.62 au. The mean
polarizability for LYS isRj ) 9506.30 au with an anisotropy
of ∆R ) 1344.43 au. For the largest protein studied here,
GFP, we obtain a mean polarizability ofRj ) 17443.98 au
and an anisotropy of∆R ) 2300.4 au

The mean polarizability obtained with the PDI model is
compared with an additive model for the polarizability,Rjadd,
i.e., the sum of the polarizability of the residues in the protein.
This simple additive model does not take into account the
differences due to the peptide bond formations in the proteins

and will therefore only be able to give a rough estimate of
the polarizability. For RNI we get an additive polarizability
of Rjadd ) 7344.77 au, for LYSRjadd ) 10220.65 au, and for
GFP Rjadd ) 18844.68 au. For these proteins, the simple
additive model overestimates the mean polarizability by 6.3%
for RNI, 7.5% for LYS, and 8% for GFP. Although the
additive model seems to be reasonable for the mean
polarizability, the model is trivially unable to describe the
anisotropic polarizability since this is not related to the sum
of the residues.

Dielectric properties of proteins are important for their
structural and functional characteristics.18,62-71 The concept
of a dielectric constant of a protein depends on the model in
which it is used, and the value therefore varies in different
applications.68 However, in general it is agreed on that the
intrinsic dielectric constant of proteins are in the range 2-4
which is consistent with measurements on dry proteins.72,73

The intrinsic (or optical) dielectric constant means here the
part which is related to the polarizability or induced
polarization. The contribution to the dielectric constant
arising from the permanent polarization (the static dielectric
constant) is not considered here.

The intrinsic dielectric constant is related to the suscep-
tibility, i.e., polarizability per volume, by74

whereø(1) is the susceptibility or polarizability per volume
V. The volume of the proteins may be estimated by using
an average van der Waals radius of 1.5 Å for the atoms,
which gives the following volumesVRNI ) 1.04× 104 Å3,
VLYS ) 1.46 × 104 Å3, andVGFP ) 2.69 × 104 Å3. Using
these estimates and the mean polarizability calculated for
the proteins, an intrinsic dielectric constant may be obtained
for the proteins. For RNI we getε ) 2.24, for LYS ε )
2.21, and for GPL we getε ) 2.21. This estimate for the
intrinsic dielectric constant is in good agreement with both
measurements on dry proteins and the values generally
adopted. It is noted that the value of the intrinsic dielectric
constants for the three proteins investigated are very similar.

VII. Discussion and Conclusions
The focus of this work has been to study the polarizability
of the amino acids by means of a PDI model. Therefore, to
also study the sulfur containing amino acids we extended
our existing PDI model to also include the sulfur atom. It
was shown that this was straightforward by adopting the
parameters obtained previously for the PDI model and only
optimize the S parameters to a small set of molecules. The
PDI model with the new parameters was subsequently tested
on the amino acids. We compared the results from the PDI
model with SCF calculations. This comparison showed that
the PDI model is capable of reproducing the SCF polariz-
abilities to an accuracy of 5% for the mean polarizability.
The description of its anisotropy is reproduced within 25%.
Although accurate calculations of the polarizability requires
the inclusion of electron correlation, especially for the
anisotropic polarizability, it is clear that the PDI model
reproduces the polarizability accurately enough for many

Figure 5. The anisotropic polarizability in au calculated using
PDI vs SCF for the frequencies ω(au) ) 0.0 (+), 0.02389 (0),
0.04282 (]), and 0.0774 (×).

Table 2

amino acid RjSCF RjPDI
deva

(%) ∆RSCF ∆RPDI
devb

(%)

alanine (A) 50.59 52.46 3.7 9.32 10.52 12.9
arginine (R) 107.90 111.47 3.3 19.62 20.23 3.1
asparagine (N) 70.16 74.79 6.6 12.87 15.47 20.2
aspartic acid (D) 65.34 70.89 8.5 8.54 12.76 49.5
cysteine (C) 69.41 73.07 5.3 7.65 8.66 13.2
glutamine (Q) 81.84 87.18 6.5 16.52 22.58 36.6
glutamic acid (E) 77.09 83.48 8.3 12.62 20.17 59.8
glycine (G) 39.16 40.70 3.9 12.22 14.25 16.7
histidine (H) 95.49 99.80 4.5 39.23 47.37 20.7
isoleucine (I) 83.89 88.16 5.1 7.79 12.79 64.1
leucine (L) 84.12 87.78 4.4 9.76 13.10 34.2
lysine (K) 93.25 97.59 4.7 16.65 26.48 59.1
methionine (M) 94.37 98.26 4.1 22.40 25.27 12.8
phenylalanine (F) 115.16 116.30 1.0 53.76 54.73 1.8
proline (P) 69.05 73.94 7.1 18.45 24.28 31.6
serine (S) 54.13 57.02 5.4 8.25 9.22 11.8
threonine (T) 65.44 68.98 5.4 12.03 15.95 32.6
tryptophan (W) 144.28 147.52 2.2 75.54 78.88 4.4
tyrosine (Y) 118.79 121.95 2.7 59.38 63.51 7.0
valine (V) 72.54 75.82 4.5 7.51 9.39 25.0

a Deviation of RjPDI from RjSCF. b Deviation of ∆RPDI from ∆RSCF.

ε ) 1 + 4πø(1) ) 1 + 4πRj
V

(12)
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purposes. We also showed that a similar accuracy can be
obtained for the frequency-dependent polarizability well
below any electronic transitions. Therefore, we conclude that
the PDI model produces an accurate description of the
polarizability for the amino acids. Since the PDI model
represents an atomistic model for the polarization, it is well
suited for adoption in classical force field see e.g. refs 6,
13, 21, and 75-77 or combined quantum mechanics and
molecular mechanics (QM/MM) models, see e.g. refs 4 and
78-82.

To test the PDI model on systems for which quantum
chemical calculations would be unfeasible, the static polar-
izability has been calculated for three proteins. The polar-
izability obtained with the PDI model has been compared
to an additive model, i.e., the sum of the polarizability of
the amino acids residues. This showed that the simple
additive model is good to within 10%. We have also
calculated the intrinsic dielectric constant for the three
proteins. For all three proteins, we found an intrinsic
dielectric constant of 2.2 which is in good agreement with
measurement on dry proteins.
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Abstract: A simple but effective method is introduced for optimizing ligand molecules in torsion

space within receptor binding sites. The algorithm makes use of geometric constraints of ligand

molecules to search for energetically favorable conformations. It is applied to a conjugate gradient

(CG) method as an example. During conformational energy optimization, new line search

directions are modified according to the spatial span of rotational groups in ligand molecules.

Significant improvements were observed in terms of the abilities both to recover global optimal

structures and to obtain lower energy ensembles. This simple algorithm allows rapid implementa-

tion and can be incorporated into other conformational energy optimization techniques.

I. Introduction
Energy minimization has been a common and powerful tool
in molecular modeling. While global optimization is ex-
tremely difficult and rare to achieve except for simple
systems, local optimization has been quite useful for studying
the properties of a molecular system. For example, it is very
important to predict the correct binding configuration of
ligand-receptor complexes for rational drug design and lead
optimization in the pharmaceutical industry, and one impor-
tant technique is through multiple conformational energy
minimizations of ligand molecules.1-7 Because of the relative
stiffness of bond stretching and angle bending modes, the
conformational variation of a ligand molecule mainly comes
from the changes of dihedral angles of rotatable bonds (e.g.
simpleσ bond in a chain). A typical small molecule ligand
has several to more than a dozen such rotatable bonds, so
its conformational space can be very large and consist of
many local energy minimum states. Furthermore, as the
number of rotatable bonds increases, the complexity of the
system increases exponentially and results in a rough energy
landscape, and the energy surface becomes even more
complex and rough in a protein binding site.

In classical molecular modeling, energy optimization is
normally treated as an applied mathematical problem.8-11

For example, conjugate gradient (CG) and Monte Carlo (MC)

methods are two popular techniques. Other more advanced
techniques have been developed, such as truncated Newton
conjugate gradient method12,13 and convex global under-
estimation (CGU) method.14 Within the CG framework,
different versions have also been developed based on
different approaches of updating the line search directions.15-20

Optimizing a molecular structure is generally done in
Cartesian coordinates (CC) (i.e. x, y, and z) or internal
coordinates (IC) (e.g. bond length, bond angle, and dihedral
angle). They have been implemented in various molecular
mechanics and dynamics software.8-11 Upon noncovalent
binding with receptors, it is often convenient to constrain
ligand bond lengths and angles at equilibrium positions. This
can be done easily in IC but more complicated in CC.

Torsion (i.e. dihedral angle) optimization of ligand mol-
ecules is usually efficient because of soft modes of torsional
motions. In addition, it has less number of degrees of freedom
(DOF) than all atom CC optimization does. Its effectiveness,
however, is reduced when applied to ligand molecules in
receptor binding sites, because many rotations are restricted
by the presence of receptor atoms. The rotation about some
ligand rotatable bonds, in particular bonds close to the central
core structure, is likely to cause steric clashes. Consequently,
only very small steps of rotation can be taken during
optimization. To improve torsional optimization under these
circumstances, we present here a modified version of this
method that considers the geometric structure of biomolecular* Corresponding author e-mail: jche@gnf.org.
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complexes. The modified algorithm was able to obtain global
optimal configuration much easier than conventional torsional
optimization. In addition to the example application of
improving conventional CG, this method can be easily
integrated with other existing optimization algorithms such
as steepest descent, Powell’s method,17 etc. to increase their
performance, particularly for flexible ligand docking. The
paper is organized into following sections. In section II, we
describe the algorithm in detail. In section III, numerical
examples and discussions are presented, and we summarize
in section IV.

II. Algorithm
In torsion optimization only dihedral angles are free variables.
The system potential energy can be written as

whereτi is the ith torsion angle, andrj andθk are jth bond
length andkth bond angle, respectively. Note that allrs and
θs are fixed parameters in the potential function. Equation
1 can also be written in CC with constraints of fixed bond
lengths and angles. It is known that the potential surface in
receptor binding sites is very rough, and energy barriers
between local minima are often high compared to room
temperature. Conventional energy minimization easily gets
trapped in local minimum close to initial condition. To
overcome the difficulty, soft core potentials (e.g. reduced
van der Waals radii) are often used in docking program to
ease the steric clashes. Although it introduces softness to
the rotation modes restricted by receptor atoms, a drawback
is that more false positives can squeeze into the sites, and it
is difficult to discriminate between them. Other methods to
level off potential barriers21,22 have also been used.

To further improve the effectiveness of energy minimiza-
tion with or without modifying potential, we introduce a
simple scaling technique that can be combined with many
optimization methods. As a demonstration, we will limit our
discussion to the CG method, since CG requires a bit more
attention in implementation than other simpler methods such
as steepest descent. The general principle of torsional scaling,
however, is applicable to other algorithms with little modi-
fication. In the CG algorithm, a new coordinate that
minimizes a given function is generated from an iterative
sequence17

wherexi is the coordinate vector atith iteration,di is the
direction vector, andRi is a scalar of the step length. After
each iteration, the new coordinate (e.g.xi+1) locally mini-
mizes the given function along the given search direction
(e.g. di). The important quantity in CG method is the
generation of the direction vector sequence. A simple form
is given by20

where matrixK is normally chosen to be identity matrix,âi

) gi+1
TK (gi+1 - gi)/di

T(gi+1 - gi), andgi is the gradient of
the potential function at positionxi. The direction vector

sequence must satisfy the conjugacy relation

A is the Hessian matrix of the given potential function,
though in practice, most CG implementations avoid explicit
or direct calculation of the Hessian matrix.17,23 In CG, a
central step is to calculate the successive conjugate directions
di, which is determined byâi. Many variations of CG (e.g.
Fletcher-Reeves,15 Polak-Ribiere,18 and Shanno’s19,20 CG)
differ only by the method of updating line search directions.
In the case of exact quadratic functions, they yield identical
results. However, because of the nonquadratic nature of
molecular potential functions, computer round-off error, and
inexact line minimization, they can and normally do give
different convergence performance and final results.

Besides many improvements in optimization procedures
from mathematic perspectives, less attention has been given
to the molecular nature of the problem. When only dihedral
angles are free variables, a molecule closely resembles a
kinematical system. In fact, this analogy has been used in
molecular dynamics and mechanics in torsion space.24-26

Because torsion movements can introduce nonlocal structural
changes for ligand-receptor systems, it limits the optimiza-
tion step length in line minimization along certain directions.
To reduce the limitation, we need to consider the molecular
geometric property. It is known from basic mechanics that
the corresponding general forces for dihedral angles are
torques

whereτi is the rotation vector for dihedral anglei that has
the direction of rotation in right-handed convention and
magnitude of rotation angle.T i is the corresponding torque,
which can be calculated from forces and coordinates in CC.
Di denotes the set of all atoms involved in the rotation of
torsion angle CC.f j is the force acting on atom j, andr j is
the vector of atomj in the local coordinate frame whereith
rotation center vectorOi is the origin. r j can then be
calculated from space fixed frame coordinatesRj

Substitute eq 6 into eq 5, we have

For a branched molecule,Di can be partitioned into
subgroups if it has additional rotatable bonds. The rotation
about the main rotatable bond changes all the atomic
positions in the group, and the rotation about a subrotatable
bond modifies only the atomic positions within the subgroup.
The hierarchical relation forms a tree topology and each
branch forms a “cluster”. At each level, a cluster can have
sublevel clusters if it has rotatable bonds. Otherwise, the
cluster is called a leaf. In our present treatment, a rotatable
bond is defined as a nonterminalσ bond that does not
participate in a ring structure. In principle, the definition can
be extended to include double bond and ring bonds. For

U ) U({τi}|{rj,θk},i,j,k ) 1,2,3...) (1)

xi+1 ) xi + Ridi (2)

di+1 ) -Kg i+1 + âidi (3)

dT
iAd j ) 0, for i * j (4)

T i ) -∇τi
U ) ∑

j∈Di

r j × f j (5)

r j ) Rj - Oi (6)

T i ) ∑
j∈Di

Rj × f j - Oi × ∑
j∈Di

f j (7)
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computational convenience, we chose the atom that con-
nected to its parent cluster as the rotation centerOi. The
overall molecule is treated as a grand cluster, and its center
of mass (COM) is the rotation centerOgrand. For a given
cluster, its torque in the local coordination frame is calculated
using eq 5. Therefore, we can rewrite the total torque of a
cluster in its local frame in terms of the local torques of its
subclusters

whereDj runs through all subclusters ofDi, andFj andOj

are the total force and position of subclusterj. For leaf
clusters, only the second terms in the summation survive,
and eq 8 recovers eq 5. Similarly,T j is also zero for single
atoms in clusteri, whereOj are atomic coordinates andFj is
its force. Equation 8 clearly illustrates a recursive nature of
the torque calculation for the tree topology clusters. In actual
implementation, a sweep from tip to base is carried out to
calculateT i for each cluster using eq 8. Each cluster stored
its torqueT i, total forceFi, and rotation centerOi as its C++
class attributes. As total torque can be calculated recursively
from the sweep, the actual gradient along each rotatable bond
is the projection of torque. The projection step is trivial and
can be carried out after the sweep. We also want to mention
that Jain et al.24 developed a very efficient recursive method
for solving equation of motion in IC without explicit
inversion of mass matrix. The difference here is that there
is no mass matrix in the optimization procedure. Energy
minimization in IC is fortunately simpler than the dynamics
in this respect. Therefore, we can avoid many matrix
operation steps in Jain’s24,25 algorithm. As we can see from
eq 8, large clusters tend to have large torques because of
their large radius of gyration even if they experience a similar
amount of force as smaller ones, and rotation of large clusters
will likely create more serious steric clashes with receptor
atoms than smaller ones. Because large clusters extend
further away from the rotation axis, atomic displacements
are amplified for atoms at the tip. It renders line minimization
for dihedral angles much less effective if the search direction
is dictated by local gradients (e.g. starting direction, and
restarting direction), because only a small step length can
be taken in each iteration. Therefore, direct optimization of
torsion angles (re)started with torques given by eq 5 more
likely gets trapped in a local optimal structure close to the
initial starting point.

Here, we introduce a novel way of defining initial and
restart line search direction in the CG procedure according
to the size of each cluster to reduce the restraining effects
induced by large clusters. The quantity to characterize the
size of a cluster rotating about a given axis is the radius of
gyration, defined asl i for clusteri at a given conformation.
When a molecule changes its conformation, the radii of
gyration for some or all clusters will also change their values.
For a given rotation axis, the radius of gyration of theith
cluster is calculated through the projection of its inertia tensor
I i with respect to the rotation center

wherei is the unit vector of rotation axis for clusteri. The
inertial tensor at any given rotation center is evaluated from
the inertia tensor in its COM frame

where1 is the unit tensor,ai is the displacement vector from
the rotation center to the COM,ai

2 ) ai
Tai, andµi is the total

mass of clusteri. Similar to eq 8, the inertia tensor of parent
cluster is also obtained from their subclusters

whereaij ) Rj
COM - Ri

COM. This is done during the same
sweep as torque collection. Inertia tensorI i

COM and Ri
COM

are also attributes of cluster class. It is also worth pointing
out that normal radius of gyration is not the only choice for
characterizing the size of a cluster. For instance, substituting
all atomic masses by corresponding van der Waals radii in
above equations or simply choosing the largest atomic
distance away from the rotation axis in each cluster can all
be used to define a cluster size.

Instead of using the negative gradient as initial and
restarting direction vectors in conventional CG, we define
the initial and restarting direction vectors according to scaled
gradients. First, we scale the torque as the following

where the superscripts indicates the scaled torque. Define a
diagonal scaling matrixS as

The scaled initial and restarting direction vectorsgt
s are

obtained from original gradients

Because the scaling factorli can be very different for different
clusters, the newly constructed line search direction is
normally different from the direction used in conventional
CG. Note that for a given sequence of CG minimization
steps, the subsequent line search directions are determined
by conjugacy condition governed by eq 4, applying eq 14
to each iteration will normally break the conjugacy. There-
fore, in CG implementation, eq 14 is applied to initial and
restarting directions only. Other methods, such as steepest
descent, can use eq 14 at each step of minimization. As the
result, the scaling transformation chooses a direction that
limits the amplification of torques for a large cluster,
improving CG optimization to a local/global optimum. Also
as expected, the scaling becomes less important when the
conformation gets closer to the converged structure.

The first step for torsion optimization is to divide a ligand
molecule into clusters. Figure 1 illustrates how a ligand
molecule is partitioned. The partition process starts by
choosing a base atom, and all atoms that connect to the base

I i ) I i
com + µi(ai

21 - aiai
T), i ) 1,2,‚‚‚ (10)

I i
COM ) ∑

Dj∈Di

I j
COM + µj(aij

21 - aijaij
T),i ) 1,2,‚‚‚ (11)

T i
s ) T i/l i,i ) 1,2,‚‚‚ (12)

S ) [1/l1
1/l2

1/l3
l

] (13)

gt
s ) Sgt (14)

T i ) ∑
Dj∈Di

[T j + (Oj - Oi) × Fj] (8)

µil i
2 ) iTI ii,i ) 1,2,‚‚‚ (9)
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atom through nonrotatable bonds belong to the base group.
When an atom connects to the base group by a rotatable
bond, this atom is placed into a subcluster. The base group
is always in the grand cluster (i.e. overall molecule). This
process is carried out recursively until all atoms are put into
proper clusters. In principle, any atom can be a base atom.
For instance in Figure 1 (a), a tip atom is the base atom,
while in (b) the atom closest to the COM is the base atom.
In practice, we found that it was more efficient when the
tree structure was balanced in terms of radii of gyration of
clusters, for a reason similar to what was previously discussed
for large clusters. When a molecule is properly clusterized,
the sizes of clusters are kept as small and balanced as possible
to reduce the large swinging of tip atoms. Although not
rigorously proved, simply choosing the atom closest to COM
as the base atom normally gives a satisfactory partition of
clusters. Once a ligand molecule is partitioned, energy
minimization can be carried out in a straightforward manner.
In the next section, we demonstrate that this simple torsion
scaling modification can improve the effectiveness of
optimizing ligand molecules in binding sites.

III. Numerical Results and Discussion
To study the performance of the modified algorithm, we
implemented it in an existing structure optimization mod-
ule.27,28No modification was necessary to the existing module
except the initial and restarting directions were recalculated
according to eq 14. In our comparitive studies, the exact same
multidimensional CG optimization routine was used to carry
out three variations of energy minimization: scaled torsion,
direct torsion, and all atom minimizations in CC. In all atom
CC optimization, line search directions were calculated from
atomic forces directly. The inter- and intramolecular interac-
tions were modeled by Merck Molecular Force Field
(MMFF94).29-35 Interactions between ligand and receptor
molecules were precalculated on a rectangular grid box that
encompassed the whole binding site. The grid spacing is 0.5
Å, and three-dimensional cubic spline interpolation was used
to calculate the energy between grid points. In order for the
interpolation to give accurate values, we limited the ex-

tremely large repulsive pair wise energy by the following
equation36

whereVi is the interaction energy between theith ligand atom
and the receptor molecule, andUs andUm are user defined
parameters. In our calculations, we use large valuesUs )
120 kcal/mol andUm ) 240 kcal/mol in our calculations to
maintain the “original” form the potential surface. Although
whether this potential accurately represented the molecular
system is another question and beyond the scope of this
study, our intention was to test the optimization procedure
itself even in the very extreme condition. The main purpose
for eq 15 in our calculation is for the accuracy of interpola-
tion rather than optimization itself. Equation 15 leveled off
only the very top portion of the energy surface (>120 kcal/
mol) without any modifications to the lower energy surface.
In contrast, conventional potential softening (e.g. reducing
van der Waals radii) alters the overall energy surface
including the shapes and perhaps the positions of energy
minima. To keep the ligand molecule from moving out of
binding sites, a harmonic restraint potential is imposed
outside the binding box.

Figure 2 depicts the 3D structures of four ligand molecules
among those that we used as examples. Our examples
included additional 31 ligand-receptor complexes randomly
chosen from PDB database, so that they represented a variety
of protein-ligand complex structures. These four structures
shown here represented very typical ligands and systems
from very simple (i.e. few rotatable bonds in 1E1X) to more
complicated ones (i.e. more than a dozen rotatable bonds in
1KV2). Their cocrystal PDB codes are labeled above each
molecule.

As shown in Figure 1, clusters can have very different
sizes. Consequently, the scaling factor can be quite different
for different clusters. More importantly, if a cluster contains
several levels of subclusters, its radius of gyrationl i (i.e. the

Figure 1. Schematic clustering of molecule, 2-[trans-(4-aminocyclohexyl)amino]-6-(benzyl-amino)-9-cyclopentylpurine. (a) Clusters
obtained by choosing a tip atom as the starting root atom. (b) Clusters obtained by choosing the atom closest to COM as the
starting root atom.

V′i ) {Vi, if Vi < Us

Us +
Um(Vi - Us)

Um + Vi - Us
, if Vi g Us

(15)
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scaling factor) may change significantly during the minimi-
zation process. It requires consistent updates of the radius
of gyration of all clusters whenever a restarting vector is
constructed in CG. The “dynamic” behavior of the radius of
gyration during optimization is shown in Figure 3 for a
minimization run.

The radii of gyration of some clusters did not change
appreciably while others varied significantly during the
minimization process. Obviously, the ones that belong to the
leaf clusters (omitted in Figure 3) did not change at all (i.e.
cluster 1′′, 3, and 3′ in Figure 1(b)), and the ones whose
subclusters had relatively high symmetry also did not change
much (i.e. cluster 2 and 2′ in Figure 1(b)). If l i of a cluster
changed significantly (e.g. cluster 1 had a range of 1 Å
variation), it indicated that the cluster conformation has been
altered dramatically. The energy changes for this particular
minimization process are depicted in Figure 4 for the three
optimization algorithms. It shows that the scaled torsion
optimization led to a much lower energy state. The inset
shows the zoom-in view of the first 25 steps.

Interestingly, while the direct torsion optimization reduced
the energy most rapidly in the first few steps, the scaled
torsion optimization converged on a lower energy state. The
reason is that the direct optimization chose the negative
gradients as initial line search direction and therefore was
able to go downhill more rapidly than scaled version.
However, the initial rapid downhill movement trapped the
conformation in a local minimum, so it ended up with a
higher energy state. In contrast, the scaled torsion optimiza-
tion chose the direction that allowed the molecule to have
larger configuration change without being pulled into nearby
local minima so quickly. This property is particularly

appropriate when minimizing ligand molecules in receptors.
The variation ofl of cluster 1 and the total energy indicated
that the final structure was quickly approached in about 25
iterations. To assess the quality of the final converged
structures, we compared them to the global optimized crystal
structure, which was obtained from all atom minimization
of the experimental X-ray structure. Its energy value was
-94 kcal/mol and had an RMSD of 0.55 Å with respect to
the experimental X-ray structure. More importantly, it had
the lowest energy among all configurations studied in our
calculations. We believed that this structure could be used
as a standard to gauge the performance of the 3 different
optimization procedures. As mentioned earlier, direct torsion
optimization is more likely to get trapped in a nearby local
minimum because of the larger motion of tip atoms. This
behavior is quite evident in Figure 4, where all three different
methods arrived at different energy states. Each minimization
was carried out until gradient RMS was below 0.1 kJ/mol
or it reached 500 iterations. Both direct torsion and all atom
optimization had difficulties escaping from the local mini-
mum near the initial structure. When the CG (re)started with
scaled directions, the molecule was able to find a path to
reach the global optimal. The final structure had an energy
of -93 kcal/mol and an RMSD of 0.6 Å with respect to the
global optimal, and the final energies from direct torsion and
all atom CC optimizations were 32 kcal/mol and-60 kcal/
mol, respectively. Since each CG minimization iteration finds
the local minimum in a particular search direction, it usually

Figure 2. 3D structures of four inhibitor molecules for CDK2. Cocrystal PDB codes are labeled above each structure. Color
coding for elements: C: black, H: gray, N: blue, F: green, S: orange, O: red.

Figure 3. Variation of radius of gyration of all clusters during
an optimization for the ligand molecule in Figure 1. The cluster
hierarchical structure in Figure 1 (b) is used.

Figure 4. The optimization results of three energy minimiza-
tion algorithm. The solid line is for scaled torsion optimization,
the dashed line is for directed torsion optimization, and the
dotted line is for all atom optimization in CC. The inset shows
the zoom-in view of the first 25 iterations. The vertical axis
for the main graph is in logarithm scale, and it is in linear scale
in the inset graph. 100 kcal/mol had been added to the energy
values in order to show logarithm scale.
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requires multiple (e.g. 3-4) energy updates (i.e. energy
evaluations) to bracket and locate the coordinate that
minimizes the energy function. In our calculations, normal
Amijo and Goldstein criteria37 were used to terminate each
iteration. After an iteration was finished, a new search
direction was generated, and the minimization was resumed
along the new direction. Here, we gave both iteration and
energy update numbers for detailed comparisons. In Figure
4, the scaled method reached the final structure in 26
iterations with energy updates of 109 times, while Cartesian
optimization used 406 iterations with energy updates of 1304
times and direct torsion optimization used 76 iterations with
energy updates of 285 times to reach their final structures.
Although the scaled torsion optimization converged more
quickly than direction torsion algorithm in Figure 4, it cannot
be generalized. Although the behavior in Figure 4 is not rare,
it is not a common phenomenon for a scaled optimization
to be significantly faster than direct torsion optimization and
achieving much lower energy than CC at the same time. On
average, the speed of the scaled method is comparable to
direct torsion optimization. Usually, it is very slow for all
atom CC optimizations to converge, while the direct torsion
optimization often ends with high energy final structures.
The whole purpose of the scaled method is to have the
advantages from both all atom and direct torsion optimiza-
tions while avoiding their major drawbacks. In other words,
it is a method able to find low energy structures like all atom
CC optimization and as efficiently as the conventional torsion
method.

It is usually less meaningful to judge an optimization
method for rugged potential functions based on one or a few
calculations. A good energy minimization algorithm should
consistently produce a lower energy ensemble for a set of
random initial conditions, provided that the set is made
without biases. To get a global picture of how the scaled
torsion optimization can improve an existing direct optimiza-
tion algorithm for ligand configuration energy minimization,
300 initial configurations for each of the 35 ligand molecules
were generated by randomly rotating the rotatable bonds and
an overall random rotation translation of the optimized
cocrystal structure. The resulting initial structures all had very
large RMSD with respect to the global optimal (4 Å-8 Å)
and high initial energy (above several thousands kcal/mol).
Each configuration was then optimized directly by the three
different procedures. Although the initial configurations were
far away from global optimal structures and inappropriate
for direct molecular dynamics simulations, they were quite
relevant in studies that searched for global optima such as
docking studies. Unlike molecular dynamics studies of a
particular binding configuration, where most conformations
in an initial ensemble are generated around the configuration,
docking finds the correct one without prior knowledge how
a ligand binds. In other words, a much larger configuration
space has to be searched to find the best possible binding
mode. For any local optimization method, this also means
that many calculations are done in a physically irrelevant
configuration space. However, whether a given initial con-
figuration leads to a meaningful final state is generally not
known a priori. This is particularly true for rugged energy

surfaces such as the ones in protein binding sites. Therefore,
the initial configurations generated here are very relevant to
many practical applications.

As we briefly mentioned previously, the scaled method is
expected to be as fast as the conventional direct torsion
optimization due to its intrinsic similarity. In Figure 5, the
computational speed performances of all atom CC and scaled
torsion optimizations were illustrated by the ratio between
their average iterations and the ones from direct torsion
minimization for each system. The larger the factors are, the
slower the method is. As we expected, the efficiency of direct
torsion optimization was well maintained in the scaled
method, and both optimizations were significantly faster than
all atom CC optimization.

It is known that all atom optimizations in many cases can
achieve energetically more favorable structures than direct
torsion optimization, even though it may take significantly
longer computing time. The results in Figures 5 and 6 also
indicated this behavior. In Figure 6, we plotted the ratios of
average energies of all minimized structures from scaled and
direct torsion optimizations to the all atom CC method. The
ratio was calculated by (Eh - Emin

global)/(EhCC - Emin
global),

whereEh is the average energy given by a particular method,

Figure 5. The computational speed factors all-atom Cartesian
and scale torsion optimizations scaled by direct torsion
method. The dotted line is for Cartesian coordinate optimiza-
tion, and the solid line is for scaled torsion optimization.

Figure 6. The average energy ratio of direct and scale torsion
optimizations measured by all atom CC minimization method.
The dashed line is for direct torsion, and the solid line is for
scaled torsion optimization.
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EhCC is the average energy by all atom CC minimization, and
Emin

global is the global minimum energy. Obviously, the scaled
optimization consistently outperformed the direct torsion
method and gave comparable energies as all atom CC
optimizations on average.

Since the scaling is a simple step on top of a conventional
optimization algorithm, its overall performance inherits the
intrinsic property of the specific optimizer with which it is
combined. CG is a local optimization algorithm, and so is
the scaled CG optimizer. The added benefit is that it can
find better local energy minima more effectively, but it does
not guarantee to locate the global optimal. It is also common
that different versions of the optimizer result in different final
structures from an identical initial structure. It should be
noted that effective rotation barriers in torsion optimization
are systematically higher than those in all atom optimization
because of less flexible molecular structures.38 We expect
the success rate will be further improved if the effective
rotational barriers were made consistent with all atom
optimization. Although it is not exactly equivalent, a way
of estimating it is to further minimize the final structures
after torsion optimizations with all atom CC minimization.
Our calculations showed that the average energies from both
direct and scaled torsion optimization were further reduced
significantly and became much lower than the ones given
by an all atom CC method alone. The final energy difference
between the two torsion methods, however, became much
smaller. They were normally within a few to tens kcal/mol.

The energies from the scaled method were consistently lower
(about 22 kcal/mol on average). Since the combination of
optimization methods is not the main subject in the paper,
the properties and results will be studied elsewhere. The
results shown in subsequent sections were all from a single
optimization method unless otherwise specified.

Besides the comparison of the average energies of
distributions, it is also important to check the energy
distributions resulting from different optimizers. As an
example, Figure 7 shows the accumulative percentage of
conformers within the lowest 200 kcal/mol for the four
systems in Figure 2.

As shown in Figure 7, scaled torsion optimization con-
sistently recovers more low energy structures than direct
torsion algorithm and most all atom CC optimization. The
higher rate over all atom CC optimization is much less
obvious because molecules had higher flexibility and greater
numbers of DOF in all atom CC optimization. For 1E1X,
scaled method, direct torsion, and all atom CC optimization
behaved similarly. This can be explained by the simplicity
of the ligand structure. Because most clusters are similar in
size and there is only 1 rotatable bond that can affect its
radius of gyration, the benefit of scaling torque is substan-
tially reduced. However, the scaled method still recovered
the global optimal structures almost twice as frequently as
the direct torsion method, and its average total energy was
also slightly lower than direct method. The difference
between the methods is most evident for more complex

Figure 7. Energy distribution of conformational ensembles obtained from three different optimization procedures for (a) 1E1X,
(b) 1G5S, (c) 1FVV, and (d) 1KV2. The initial energy distributions are not shown because they have extremely high energies far
beyond the scale of the figure. The first 200 kcal/mol energy window is shown against the accumulate percentage of conformers
in each energy bin of 20 kcal/mol. The solid line is for scaled torsion optimization, the dashed line is for direction torsion optimization,
and the dotted line is for all atom CC optimization.
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structures such as in Figure 7(d) for 1KV2, which showed
the greatest advantage among the four examples. The
comparison clearly demonstrated that the simple scaling
improved the effectiveness of direct torsion optimization
particularly for complicated ligand molecules. This trend was
also evident in all 35 test cases that we studied here. Overall,
the scaled torsion optimization found 34% more structures
than the conventional torsion method and 16% more than
the all atom CC method within the lowest 90 kcal/mol
window. The numbers of structures that reached global
optima showed similar behavior as well. In Table 1, we listed
the total numbers of final structures that reached global
optima for all 35 cases. These structures were chosen based
on energies that were within 3 kcal/mol relative to the global
optima. Their RMSDs were generally less than 1 Å relative
to the global optimal structure. The numbers in the first row
were from straightforward optimizations by three methods,
respectively. The numbers in the second row were from
further optimization by an all atom CC method after torsion
optimization. It clearly showed that scaled torsion optimizer
was able to recover more global minima structures than direct
torsion minimization, particularly when only one level of
optimization could be used due to other constraints (e.g.
resources, time).

It is also interesting to compare how different the final
structures were due to different optimization algorithms. In
Figure 8(a), we showed the energy correlation for the lowest
200 kcal/mol window between the direct and scaled methods
for complex 1G5S. Although there is a trend of positive
correlation between the two methods, the correlation is very
weak. This relation is also clear in the RMSD correlation
plot of Figure 8(b).

Also, the initial structures that were able to reach the global
optimal had very little overlap between all three methods.

This behavior is the direct result of the rough energy surface.
However, different algorithms have different levels of
tolerance for starting structures from which the global optimal
can be obtained. This can be inferred from Table 1. Clearly,
the combination of the three methods achieved the best
energy ensembles. It indicated that none of the optimization
methods should be used exclusively. All three methods can
be combined to maximize the likelihood of finding the global
minimum. Nevertheless, if only one method can be used (e.g.
due to the limitation of computing resource), we believe that
the scaled torsion optimization is an optimal choice among
the three.

IV. Summary
We have introduced a very simple and effective scaling step
to improve torsion minimization of ligand molecules inside
receptor binding sites. Unlike conventional torsion optimiza-
tions that directly use gradients from eq 5 as initial and
restarting line search directions in CG, our method takes into
account the molecule’s 3-dimensional structural properties.
This enhancement improved the effectiveness of an existing
optimization program. The method can be combined with
other functional optimization algorithms such as steepest
descent or other versions of CG methods such as TNCG to
further improve their performance. We demonstrated that the
scaled torsion optimization was able to reach a lower energy
ensemble than both direct torsion like all atom CC optimiza-
tion while still maintaining the computational efficiency of
direct torsional optimization. The scaling can also be applied
to nongradient based optimization such as dihedral angle MC.
It improves the efficiency of the MC algorithm by increasing
the acceptance rate of dihedral angle movements.28 Besides
optimization, the principle is applicable to conformational
sampling. In our docking software,28 we found the scaling
improved the quality of the conformational distributions.

Although the scaling method generally improves direct
torsion optimization, it does not intend to replace existing
optimization algorithms. The new method is optimally used
in conjunction with other methods to improve the overall
results of molecular modeling as we can see from Table 1.
In summary, the scaling method is a simple but powerful
algorithm that has many applications in molecular modeling.

Figure 8. (a) Final energies obtained from direct torsion optimization against the ones from scaled torsion optimization. (b)
RMSDs of final structures obtained from direct torsion optimization against the ones from scaled method.

Table 1. Number of Configurations that Reached Global
Minima

scaled torsion
minimization

direct torsion
minimization

all atom CC
minimization

single optimization 69 47 60
reoptimized by all atom

CC minimization
219 191 60
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We specifically emphasize the method for ligand molecules
in receptor binding sites because of the roughness of the
energy surface in general binding sites. For free small ligand
molecules, there is no significant advantage. However, we
believe that the scaled method can improve the optimization
for large ligand molecules as well as proteins or polymers.
It is also useful when simultaneously optimizing protein
residues and ligand molecules.
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Abstract: We report a computer simulation study on the hydration of benzene, which, despite

being hydrophobic, is a weak hydrogen bond acceptor. The effect of benzene-water hydrogen

bonding on the hydration free energy has been analyzed in terms of solute-solvent energies

and entropies. Our calculations show that benzene-water hydrogen bonding restricts the number

of arrangements possible for the water molecules resulting in a more unfavorable (negative)

solute-solvent entropy change than observed for a ‘nonpolar benzene’ not capable of accepting

water hydrogen bonds. More favorable hydration free energies of aromatic hydrocarbons in

comparison with aliphatic hydrocarbons observed experimentally as well as in our calculations

must therefore be a result of more favorable solute-solvent interaction energies. This result

supports the view that lower aqueous solubilities of nonpolar molecules compared to polar

molecules are due to a lack of favorable electrostatic interactions with water molecules. The

calculated hydration free energy, enthalpy, entropy, and hydration heat capacity of benzene

are in good agreement with experimentally reported values.

1. Introduction
A detailed molecular understanding of hydration of hydro-
phobic and hydrophilic molecules is of prime importance in
physical chemistry and biology. Most studies reported in the
literature are devoted to hydrophobic hydration, which is
believed to play an important role in protein folding and other
self-assembly processes in water.1-5 Hydrophobic hydration
of nonpolar solutes (i.e. aliphatic hydrocarbons), defined as
the process of transferring the solute molecule from the gas
phase into room-temperature water, is characterized by
unfavorable (negative) hydration entropies and favorable, but
smaller in magnitude, hydration enthalpies (negative). In
room-temperature water, first shell water molecules form a
hydrogen bonded cage structure surrounding the nonpolar
solute. In a cage structure, the water molecules do not
“waste” hydrogen bonds by pointing them at the solute;
instead they orient their O-H bonds tangential to the solute
surface in order to maximize hydrogen bonding with vicinal
water molecules.5 Historically, Frank and Evans6 proposed

that the large entropy that opposes solute transfer into water
arises from the cost of ordering the waters in this way.

The mechanism causing hydrophobicity of aromatic
hydrocarbons (i.e. benzene, toluene) has a different nature
than that causing the hydrophobicity of aliphatic hydrocar-
bons. In the case of aromatic hydrocarbons the enthalpic
contribution predominates over the entropic contribution to
the Gibbs energy of hydration.7 This results in a negative
value of the hydration Gibbs energy of aromatic hydrocar-
bons, in contrast to the positive values obtained in the case
of aliphatic hydrocarbons. In terms of aqueous solubilities,
these differences cause the solubility of, e.g.,n-hexane being
almost 20 times lower than the solubility of benzene,
although these hydrocarbons have similar molecular weight.8

Moreover, the heat capacity change upon transfer into
aqueous solution (the thermodynamic hallmark that indicates
the presence of structured hydration water), normalized to
the water accessible surface area, is smaller for the aromatic
hydrocarbons than the aliphatic ones.9,10

Benzene is a slightly polar molecule due to the nature of
its π-electron system that acts as a weak hydrogen bond
acceptor.11-14 It has been argued that higher aqueous

* Corresponding author phone:+49 6131 379 245; fax:+49
6131 379 340; e-mail: vdervegt@mpip-mainz.mpg.de.
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solubilities of aromatic hydrocarbons are probably due to
formation of energetically favorable hydrogen bonds between
the aromatic hydrocarbons and water.7 This explanation is
in accord with the results of computer simulation studies
using semiempirical force fields that showed that the
hydration Gibbs energy of benzene can only be reproduced
when adopting a model that includes a permanent charge
distribution of benzene, which can be expressed by an
electrostatic multipole expansion where the quadrupole
moment is the first nonzero term.15 A consequence of this
charge distribution is that the benzene-water potential
energy is strongly dependent on the mutual orientation
thereby accounting for weak hydrogen bonding interactions.
Using available experimental and computer simulation data,
Graziano and Lee16 however argued that the formation of
weak O-H‚‚‚π hydrogen bonds between water and benzene
is likely to be largely enthalpy-entropy compensating
therefore not explaining the higher solubility of aromatic
hydrocarbons. Instead they argue that the large van der Waals
interaction energy overwhelms the Gibbs energy cost of
cavity formation at room temperature in contrast to aliphatic
hydrocarbons where the Gibbs energy cost of cavity creation
dominates.

In this paper, we report the hydration thermodynamics of
benzene obtained by classical molecular dynamics simula-
tions of benzene in simple point charge (SPC) water. To
quantify how benzene-water hydrogen bonding changes the
hydration thermodynamics, we studied a benzene model that
favors formation of weak water-benzene hydrogen bonds
(“real benzene”) as well as a “van der Waals benzene” model
obtained by removing all partial charges of the first model
while keeping the exchange repulsion and dispersion interac-
tion terms unaffected. In addition to calculating the Gibbs
energy of hydrating the real benzene and van der Waals
benzene models, we calculated the enthalpy, entropy, and
heat capacity of hydration. To understand the difference in
aqueous solubility between the two benzene models better,
we also studied contributions to the hydration enthalpy and
entropy arising from benzene-water interactions (the solute-
solvent interaction energy and solute-solvent entropy) and
reorganization of the solvent.

2. Thermodynamics
The solute hydration free energy (the Ben-Naim pseudo-
chemical potential17 µex,S) and the corresponding hydration
enthalpy (hex,S) and entropy (sex,S) have been theoretically
analyzed by Yu and Karplus18 who showed that

In eqs 1-3, ∆uSW denotes the energy of solute-water
interaction (the solute-solvent energy),∆sSW denotes the
entropy change of solute-water interaction (the solute-
solvent entropy), and (∆hWW)P denotes the (constant pressure)
water-water enthalpy change (solvent reorganization en-
thalpy). The derivation of eqs 1-3 and a discussion of the

solute-solvent entropy are presented in more detail in the
Appendix. Whereasµex,S is ensemble independent,hex,S and
sex,S do depend on the insertion condition (constantP,T;
constantV,T) with the ensemble dependence occurring in
the∆hWW term.19,20 Here we restrict ourselves to conditions
of constant pressure and temperature at which experiments
are usually performed and drop the subscript (‚‚‚)P. In
computer simulation studies,µex,S may be obtained by
thermodynamic integration (TI), perturbation (TP), or related
methods.20 Since ∆uSW is obtained straightforwardly by
keeping an average of the solute-water interaction energy
at the end-point simulation (λ)1) in TI/TP, ∆sSW follows
directly from eq 1. We note that both∆uSW and ∆sSW are
negative (see the Appendix), while∆hWW is positive. Eqs
1-3 have several important consequences:

(i) The water-water enthalpy change has no impact on
µex,S. In hydrophobic hydration,∆hWW is usually small (in
comparison to solvent reorganization energies in organic
solvents) and positive21 because water hydrates nonpolar
solutes without significantly sacrificing hydrogen bonding.

(ii) Cancellation of∆hWW in µex,S() hex,S - Tsex,S) does
not mean that the extent to which water-water hydrogen
bonds are disrupted is irrelevant in understandingµex,S

because∆uSW and ∆sSW are defined as ensemble averages
containing the water-water interaction implicitly.18 The
solute-solvent entropy change (-T∆sSW) can conceptually
be interpreted as the free energy to create a solute cavity
that has all solvent molecules properly oriented to accom-
modate all chemical moieties of the solute,22 while the
solute-solvent energy (∆uSW) may be interpreted as the
remaining solute-cavity interaction contribution toµex,S. In
hydrophobic hydration, first shell water molecules orient to
minimize their loss of H-bonds. Any reduction of orienta-
tional entropy associated with preferred water orientations
(driven by W-W interactions) therefore appears in∆sSW.
The cavity formation work (-T∆sSW) also increases with the
excluded volume radius (i.e. loss of translational entropy).

(iii) In hydrophilic hydration, polar solute-solvent interac-
tions (e.g. dipolar interactions, dipole-quadrupole interac-
tions) bias orientations of hydration waters, too. This process
may in fact reduce the solute-solvent entropy stronger than
the biasing of water orientations close to nonpolar solutes.
In that case, lower aqueous solubilities of nonpolar molecules
over polar molecules result from a lack of favorable
electrostatic interactions with the solvent.

3. Computational Details
Thermodynamic Calculations.Excess chemical potentials
were calculated by TI using at least 50λ-values. At each
newλ, the system was first equilibrated for 50 ps after which
the free energy derivative was sampled for 500 ps. A soft-
core λ scaling was used23 to avoid singularities of the
derivative at the end-points. The excess partial molar
enthalpy was calculated using the expression

whereUSWdenotes the solute-water interaction energy,UWW

denotes the sum of interaction energies of the water

µex,S ) ∆uSW- T∆sSW (1)

(hex,S)P ) ∆uSW+ (∆hWW)P (2)

(sex,S)P ) ∆sSW+ (∆hWW)P/T (3)

hex,S ) 〈USW+ UWW+ PV〉solution- 〈UWW+ PV〉pureH2O
(4)
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molecules with all other water molecules, andPV denotes a
pressure-volume work term. The brackets denote a constant
pressure-temperature ensemble average. Two constant pres-
sure-temperature simulations, one of the aqueous solution
(1 solute,N solvent molecules) and one of the neat solvent
(N solvent molecules), are performed, and the average
potential energies are subtracted (theP∆V term is usually
small). Because both terms on the right-hand side of eq 4
are ofO(N) whereashex,S is of O(1), the statistical accuracy
obtained in MD runs of several hundreds of picoseconds is
usually poor. We produced long (90 ns) trajectories to sample
the two averages in eq 4 resulting in statistical inaccuracies
of hex,Ssmaller than 0.3 kJ/mol. Excess partial molar entropies
were obtained from the calculated excess chemical potential
and enthalpy usingTsex,S ) hex,S - µex,S. Solute-solvent
entropies were obtained from the calculated excess chemical
potential and solute-solvent energy usingT∆sSW ) ∆uSW

- µex,S (eq 1). The solute-solvent energy was obtained from
the simulations by taking the average benzene-water
interaction energy. Heat capacities of hydration were calcu-
lated from the temperature dependence ofhex,S using the finite
difference expression

A temperature difference∆T ) 20 K was chosen in our
simulations. The excess partial molar enthalpieshex,S(T +
∆T) andhex,S(T - ∆T) were calculated using eq 4 based on
90 ns trajectories. The statistical inaccuracy ofcP,ex,S is
determined by that ofhex,S and amounts to 15-20 J mol-1

K-1.
Simulation Details.All simulations were performed using

the Gromacs 3.2.1 simulation package23,24 and were based
on an equilibrated cubic, periodic simulation box containing
1500 water molecules and 1 benzene molecule. The simple
point charge (SPC) model of water was used.25 Benzene was
modeled using the GROMOS 43A1 force field parameters.26

For reasons of comparison, we used the recent GROMOS
53A6 parameters as well.27 The nonbonded force field
parameters are summarized in Table 1. For the bonded
parameters, which are identical in the 43A1 and 53A6

GROMOS force fields, we refer to refs 26 and 27. Intramo-
lecular Lennard-Jones and electrostatic interactions were
accounted for between atom pairs separated by more than 3
bonds. The simulation temperature was kept constant at 302
K by weakly coupling to a temperature bath with a relaxation
time of 0.1 ps.28 The pressure was maintained at 1 atm by
also applying the weak coupling algorithm with a relaxation
time of 0.5 ps and an isothermal compressibility of 45.75×
10-5 (kJ mol-1 nm-3)-1. The equilibrated box length was
3.592 nm. For nonbonded interactions, a twin-range method
with cutoff radii of 0.8 and 1.4 nm was used. Outside the
longer cutoff radius a reaction field correction was applied
with a relative dielectric permittivity of 54.0. The integration
time step was 2 fs, and the pairlist for pairs within the inner
cutoff and the energies and forces for pairs between the inner
and outer cutoff radii were updated every 10 fs. All bond
lengths were kept constant using the SHAKE algorithm29

using a relative geometrical tolerance of 10-4.
Benzene-Water Interaction. The benzene-water inter-

action potential is strongly orientation dependent. Based on
the relative orientations shown in Figure 1, we calculated
the interaction energy between a benzene-water (SPC) pair
as a function of the distancer defined in Figure 1 (using the
GROMOS 43A1 parameters in Table 1). Figure 2 shows the
corresponding potential energy curves (denoted “real O in”
and “real O out”), which also includes the interactions
obtained when not accounting for the electrostatic part of
the interaction (denoted “van der Waals O in & O out”).
The interaction energies for a water molecule oriented
perpendicular to the aromatic plane (Figure 2a) are in good
agreement with the energies reported by Linse,30,31,12which
are based on ab initio quantum chemical calculations using
a Hartree-Fock self-consistent-field approximation com-
bined with a second-order perturbation procedure to account
for the dispersion energy. The dashed line in Figure 2a (“real
O out”; benzene-water hydrogen bonding) shows a mini-
mum at approximately 3.0 Å with a corresponding energy
between 13 and 14 kJ/mol. In the ab initio study,30,31,12the
minimum is found at the same distance with an energy of
12-13 kJ/mol. The configuration with the oxygen pointing
inward (dotted curve in Figure 2a) is repulsive and is also
in good agreement with the corresponding ab initio benzene-
water interaction reported in ref 12. For conformations where
the water is aligned in the benzene plane (Figure 2b), the
agreement between our data and those from the work of

Table 1. Nonbonded Interaction Parametersa

atom
C12(i,i)

(10-6 kJ mol-1 nm12)
C6(i,i)

(10-3 kJ mol-1 nm6) qi (e)

Benzene (GROMOS 43A1)26

C 3.374569 2.340624 -0.10
H 0.015129 0.084640 0.10

Benzene (GROMOS 53A6)27

C 4.937284 2.340624 -0.14
H 0.015129 0.084640 0.14

SPC Water25

O 2.634129 2.617346 -0.82
H 0.00 0.00 0.41
a Nonbonded interaction function: V(rij) ) C12(i,j)/rij

12 - C6(i,j)/rij
6

+ qiqj/4πε0[1/rij + (εRF - 1)rij
2/(2εRF + 1)RC

3 - 3εRF/ (2εRF + 1)RC].
Rc: long-range cutoff radius. εRF: reaction field relative dielectric
permittivity. Combination rules: C6(i,j) ) C6(i,i)1/2 C6(j,j)1/2; C12(i,j) )
C12(i,i)1/2C12(j,j)1/2.

cP,ex,S(T) )
hex,S(T + ∆T) - hex,S(T - ∆T)

2∆T
(5)

Figure 1. Relative orientations used for calculating the
water-benzene interaction. The distance r is defined between
the water oxygen and the ring center of mass. In orientation
Oout, the water dipole moment is pointing toward the solute,
in orientation Oin the water dipole moment is oriented outward.
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Linse et al. is less satisfactory. In the ab initio study, the
energy minimum for the oxygen-inward conformation is
found around 4.5 Å with a corresponding energy of 7-8
kJ/mol, while with the GROMOS 43A1 force field this
minimum is located at 5.2 Å with a corresponding energy
of 3.6 kJ/mol. For the configuration with the oxygen pointing
outward, the ab initio data show a slightly stronger repulsion
than our data.

4. Results and Discussion
4.1. Hydration Structure. Radial Distribution Functions.
Due to the anisotropic benzene-water interaction potential,
the benzene hydration structure should preferably be char-
acterized by distinguishing water molecules inside the
volume above the benzene plane from water molecules

located elsewhere. We adopted the approach of Linse et al.31

to subdivide the space around the benzene. Water molecules
inside the conical volumes above and below the benzene
plane and remaining water molecules were considered
separately. The cones make a 45° angle with the benzene
symmetry axis. Water molecules located inside the conical
volumes are hydrogen bonded to benzene more likely than
molecules located outside. Figure 3 shows the incone water-
benzene center of mass radial distribution function (RDF)
for real benzene (Figure 3a), modeled with the GROMOS
43a1 parameters, and the van der Waals benzene model
(Figure 3b). For the case of the real benzene, the first peak
of the hydrogen at 2.25 Å clearly indicates that water donates
hydrogen bonds to benzene. The peak area up to 3 Å
corresponds to 1.0 benzene-water hydrogen bonds. The

Figure 2. Potential energy curve for SPC water-benzene interaction. (a) The water molecule is located above the benzene
plane. (b) The water molecule is located in the plane of the benzene ring (see Figure 1). Solid line, van der Waals benzene (the
quadrupole-dipole interaction is omitted); dashed line, water having its dipole pointing inward; and dotted line, water having its
dipole pointing outward (see Figure 1).

Figure 3. In-cone benzene-water radial distribution functions. Solid line, benzene center-of-mass-to-water oxygen RDF and
dashed line, benzene center-of-mass-to-water hydrogen RDF. (a) Real benzene. (b) van der Waals benzene.
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larger oxygen peak is split in two parts. The first maximum
occurs at 3.25 Å and corresponds to the water molecule
donating a hydrogen bond to benzene (i.e. the distance
between the first maximum of the hydrogen RDF and that
of the oxygen RDF is exactly a OH bond length). The second
oxygen peak at 4 Å corresponds to water not directly
hydrogen bonded to benzene. The incone RDFs for the van
der Waals benzene (Figure 3b) are typical of hydrophobic
hydration. The peaks are narrower and the maxima are higher
compared to the real benzene system, indicating significantly
more structured hydration water. Moreover, the first maxi-
mum for the oxygen and hydrogen RDFs is located at the
same distance, which suggests that water orients one of its
OH bonds parallel to the surface of the nonpolar solute. The
first peak of the hydrogen RDF has a broad shoulder
extending to larger distances, which arises from the second
OH bond that orients toward the bulk where it donates a
hydrogen bond to water molecules in the second solvation
shell. The latter becomes apparent from the second maximum
of the oxygen RDF being located closer to the solute than
the second maximum of the hydrogen RDF. The out-of-cone
RDFs for real benzene and van der Waals benzene are shown
in Figure 4 (parts a and b, respectively). For both systems
the observed structure is typical of hydrophobic hydration
with no significant differences between the realistic and van
der Waals benzene models.

Orientational Distributions. The probability density of
orientation of the water OH bonds with respect to the vector
connecting the benzene center of mass and the water oxygen
is shown in Figure 5. The data apply to water molecules in
the first shell (r<6 Å), which on average contains 26.5
molecules. No distinction is made here between water
molecules located inside or outside the conical volumes. The
distributionP′(θ) obtained just from the statistical sampling
of the angles was rescaled according toP(θ) ) P′(θ)/sin θ,
accounting for the volume elements associated with the angle
θ. For the GROMOS 43A1 van der Waals model, we observe
a higher occurrence of OH orientation at both 0° (radially
outward) and 110-120°. Postma et al.32 made similar

observations in a study of the hydration of spherical cavities
with a thermal radius of 3 Å (the orientationally averaged
cavity radius of van der Waals benzene equals∼3.5 Å). They
showed that water molecules may have one OH-bond
directed toward the bulk, whereas the other OH bond is
directed parallel to the cavity surface, but may also have
both of their OH-bonds parallel to the cavity surface. The
water orientational distribution corresponding to real benzene
shows somewhat weaker maxima at 0° and 110° and has an
additional weak maximum at 180° (OH radially inward),
which arises from benzene-water hydrogen bonding. The
orientational distribution of second shell hydration waters
(dotted line in Figure 5) neither reveals strong preferential

Figure 4. Out-of-cone benzene-water radial distribution functions. Solid line, benzene center-of-mass-to-water oxygen RDF
and dashed line, benzene center-of-mass-to-water hydrogen RDF. (a) Real benzene. (b) van der Waals benzene.

Figure 5. Probability density of orientation of the OH direction
with respect to the vector connecting the benzene center of
mass and water oxygen (normalization: ∫P(θ)sin θdθ ) 1).
Data apply to molecules in the first shell (r<6 Å) or second
shell (6<r<9 Å). Solid line, real benzene (first shell); dashed
line, van der Waals benzene (first shell); and dotted line,
benzene (second shell).
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OH directions nor does it show differences for the real and
van der Waals solutes.

4.2. Hydration Thermodynamics. In Table 2 all ther-
modynamic hydration quantities are summarized. For real
benzene, the calculations were performed using the 43A126

and 53A627 GROMOS parameters (see Table 1). The
thermodynamic quantities for van der Waals benzene were
obtained from simulations using 12-6 Lennard-Jones pa-
rameters from the 43A1 force field. The best agreement with
the experimental data is found for the 43A1 GROMOS
parameter set and will be discussed here. Not only the
benzene excess chemical potential agrees satisfactorily with
the experimentally reported value but also the excess partial
molar enthalpy and entropy are closely reproduced. Espe-
cially the latter quantities provide a good test of the quality
of a particular force field. Although the excess chemical
potential can be predicted correctly, it may happen for the
wrong reason because errors in the energy may cancel out
against errors in the entropy. The isobaric heat capacity of
benzene hydration is predicted most accurately as well with
the GROMOS 43A1 force field. The hydration thermody-
namics of the van der Waals benzene model differs from
the real model and is typical of hydrophobic hydration: the
excess chemical potential is positive and also the isobaric
heat capacity of hydration is significantly more positive than
for real benzene. The excess partial molar entropies of van
der Waals and real benzene do not significantly differ. The
excess partial molar enthalpy of real (43A1) benzene is
however-4.5 kJ/mol more favorable compared to that of
van der Waals benzene, hence the larger negative excess
chemical potential of real benzene is mainly enthalpic. This
enthalpy difference compares with a value of-5.4 kJ/mol

predicted by Makhatadze and Privalov7 based on combining
experimental data for benzene and aliphatic hydrocarbons,
the latter corrected for the benzene accessible surface area.
Based on a similar calculation, Makhatadze and Privalov
predict a change of the excess chemical potential and excess
partial molar entropy of-13.4 kJ/mol and+26.8 J/mol/K,
respectively, which our calculations do not reproduce.

Solute-Solvent Contributions. The solute-solvent ener-
gies, ∆uSW, solute-solvent entropies,T∆sSW, and water
reorganization enthalpies,∆hWW, are shown in Table 3 for
the 43A1 real benzene and the 43A1 van der Waals benzene
models. The benzene-water energy is-13.8 kJ/mol more
favorable than the van der Waals benzene-water energy (T
) 302 K). Because benzene on average accepts one hydrogen
bond from water and the benzene-water hydrogen bond
energy equals approximately 13 kJ/mol (Figure 2a), this
result is expected.

The enthalpy change of water reorganization was calcu-
lated based on eq 4, which can also be written as

The water reorganization enthalpies (∆hWW) are large and
positive contributing significantly to the excess partial molar
enthalpies. For dissolving a solute in its own pure liquid at
constantP andT, the solvent reorganization enthalpy equals
the average potential energy of the liquid.33 Transferring for
example a SPC water molecule from the saturated vapor
phase into the liquid SPC water phase involves a solvent
reorganization enthalpy of 41.5 kJ/mol at 298 K. For benzene
(43A1 model) in its own liquid this enthalpy is 33.2 kJ/mol.
If one compares these numbers to the reorganization enthal-
pies in Table 3 it shows that, in particular for van der Waals
benzene, the water reorganization enthalpy is small. For the
real benzene model,∆hWW is larger because benzene-water
hydrogen bonding happens at the expense of water-water
hydrogen bonding.

The temperature dependencies of∆uSW and ∆hWW are
interesting because they provide further clues on the different
heat capacity changes of real and van der Waals benzene
(Table 2). In the 40 K temperature interval,∆uSW increases
with 3.7 and 3.2 kJ/mol for real and van der Waals benzene,

Table 2. Hydration Thermodynamics of Benzene and “van
der Waals Benzene”a

T (K)
µex,S

(kJ/mol)
hex,S

(kJ/mol)
sex,S

(J/mol/K)
cp,ex,S

(J/mol/K)

Experimentalb

278 -35.7 -108.4 318.8
298 -3.6 -29.6 -87.2 291.6
323 -22.6 -64.6 268.1

43A1 Benzene
282 -32.7
302 -4.8 -29.3 -82.2 277.5
322 -21.6

53A6 Benzene
282 -34.5
302 -6.7 -31.1 -81.8 217.5
322 -25.8

43A1 Benzene, van der Waals Only
282 -29.7
302 1.0 -24.8 -86.5 327.5
322 -16.6
a The excess chemical potentials (µex,S) were computed by ther-

modynamic integration, and the excess partial molar enthalpies (hex,S)
were computed using eq 4 in which total potential energies of the
solution (water + benzene) and solvent (water) MD simulations were
averaged over 90 ns time periods. The excess partial molar entropies
(sex,S) were obtained from Tsex,S ) hex,S - µex,S. Heat capacity
changes (cp,ex,S) were calculated by finite difference (eq 5). b Experi-
mental values were from ref 7.

Table 3. Solute-Solvent Energy Change (∆uSW),
Solute-Solvent Entropy Change (T∆sSW), and Solvent
Reorganization Energies (∆hWW) for Hydrating Real
Benzene and van der Waals Benzene

T (K) ∆uSW (kJ/mol) T∆sSW (kJ/mol) ∆hWW (kJ/mol)

43A1 Benzene
282 -61.2 28.5
302 -59.4 -54.6 30.1
322 -57.5 35.9

43A1 Benzene, van der Waals Only
282 -47.1 17.4
302 -45.6 -46.6 20.8
322 -43.9 27.3

hex,S ) 〈USW〉solution+
[〈UWW+ PV〉solution- 〈UWW+ PV〉pureH2O

]

) ∆uSW+ ∆hWW
(6)
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respectively. For the real benzene model we found that this
energy change was almost exclusively due to a reduction of
the benzene-water van der Waals energy with increasing
temperature. The benzene-water electrostatic interactions
changed only little (+0.7 kJ/mol) in this temperature interval.
Interestingly, in the same temperature interval,∆hWW in-
creases with 7.4 kJ/mol (real benzene) and 9.9 kJ/mol (van
der Waals benzene). Based on these energy changes it can
be concluded that the larger positive heat capacity change
of hydrating van der Waals benzene is entirely due to an
increase of the water-water enthalpy, which occurs upon
“melting” the cagelike water structure surrounding the
nonpolar solute. We note that under conditions of constant
pressure, theoretical work19 and experimental data34 have
suggested that the mechanism of enthalpy absorption may
indeed be localized in the solute hydration shell (whereas
under conditions of constant volume, the excess partial molar
energy contains a nonlocal, bulk response contribution).19

It is interesting to address in some detail the question to
what extent reorganization of the solvent occurring in
response to introducing solute-solvent electrostatic interac-
tions is enthalpy-entropy compensating in the free energy.
Because the solute molecule considered here is rigid all the
entropy change of this process is due to the rearrangement
of solvent molecules. Thus, as originally proposed by Lee,35

the total entropy change can be considered as the solvent
reorganization entropy. We will refer to this quantity as∆sreo-
() sex,S(real) - sex,S(vanderWaals)). The corresponding
solvent reorganization enthalpy we refer to as∆hreo() ∆hWW-
(real) - ∆hWW(vanderWaals)). The free energy change of
introducing solute-solvent electrostatic interactions contains
the free energy of solvent reorganization (∆hreo - T∆sreo)
in addition to the change of solute-solvent interaction
energy. In case perfect enthalpy-entropy compensation
occurs (T∆sreo ) ∆hreo), the free energy change of introduc-
ing the electrostatic interactions will only be determined by
the change of the solute-solvent interaction energy. The
solute-solvent energy change (Table 3) amounts to-59.4
+ 45.6 ) -13.8 kJ mol-1. The free energy change (43A1
benzene, Table 2) is however smaller and amounts to-4.8
- 1.0) -5.8 kJ mol-1 indicating that solvent reorganization
contributes unfavorably to the free energy change. From
Table 2 we see that introducing benzene-water electrostatic
interactions causes an entropy changeT∆sreo ) 1.3 kJ mol-1

(302 K). The reorganization enthalpy (Table 3) is signifi-
cantly larger and amounts to∆hreo ) 9.3 kJ mol-1. Solvent
reorganization thus causes an (small) increase of the entropy,
which is however overcompensated by a much larger
unfavorable increase of the solvent reorganization enthalpy.
In this view, the presence of weak solute-solvent hydrogen
bonds forces the solvent to assume strained, less stable,
conformations relative to the pure solvent leading to a free
energy change smaller than the energy gained by solute-
solvent hydrogen bonding.

Although we may just have reached a satisfactory conclu-
sion, the microscopic significance of the reorganization
entropy remains problematic. An alternative way exists to
arrive the same conclusion based on a discussion of the
solute-solvent entropy and the solute-solvent energy whose

microscopic significance is discussed in the Appendix. We
start out by noting that a zero change of the solute-solvent
entropy is the condition for perfect enthalpy-entropy
compensation of the solvent reorganization process discussed
above (i.e.∆hreo - T∆sreo ) T(∆sSW(real) - ∆sSW(vander-
Waals)). In the Appendix we show37

The solute-solvent entropy is determined by (1) the
probability (Pins) that in a system of only solvent molecules
a cavity is found where the solute-solvent interaction energy
(ψ) is attractive and (2) the fluctuations of the solute-solvent
energy in configurations of the solute-solvent system where
ψ < 0. The second contribution reflects the fact that
fluctuations in positions and orientations of solvent molecules
vicinal to the solute are biased by attractive solute-solvent
interactions resulting in a reduction of configuration space
and thus a reduction of the entropy. The process of
introducing the electrostatic interactions leads to favorable
change of ∆uSW of -13.8 kJ mol-1 while causing a
compensating unfavorable change ofT∆sSWof -54.6+ 46.6
) -8.0 kJ mol-1 (see Table 3). We note that this observed
change ofT∆sSW results from changes in the second term
on the right-hand side of eq 7, not from changes in the first
term: calculations of (〈ψ2〉 - 〈ψ〉2)aâ/2, using the 90 ns
trajectories of hydrated real benzene and van der Waals
benzene, resulted in 12.8 ((0.2) kJ mol-1 for real benzene
and 3.9 ((0.2) kJ mol-1 for van der Waals benzene, thus
contributing -8.9 kJ mol-1 to the change ofT∆sSW.
Benzene-water hydrogen bonding thus introduces a stronger
bias on the orientations sampled by hydration waters than
the bias introduced in hydrating nonpolar van der Waals
benzene. The formation of weak benzene-water hydrogen
bonds, which energetically favors the hydration of real
benzene, happens in competition with solvent-solvent
interactions that favor water-water hydrogen bonding. In
creating these energetically favorable benzene-water hy-
drogen bonds, the solvent is forced to sacrifice some of its
own hydrogen bonds. The corresponding water configura-
tions will have a potential energy significantly larger than
configurations representative of pure water and configura-
tions compatible with hydrating van der Waals benzene (i.e.
the solvent reorganization enthalpy is positive). Clearly, due
to its attempt to maintain hydrogen bonds, pure water will
with lower probability sample configurations representative
for the hydration structure of real benzene than for van der
Waals benzene. The probability exp[∆sSW/kB] to successfully
insert real benzene in pure water configurations with an
appropriately formed cavity (that satisfies benzene-water
hydrogen bonding) will therefore be lower than the prob-
ability to successfully insert van der Waals benzene. We thus
see that the reduction of the solute-solvent entropy arising
by introducing electrostatic benzene-water interactions
originates from less stable configurations that water has to
adopt in order to donate hydrogen bonds to benzene. This
automatically implies that the solvent reorganization process
is noncompensating and the solvent reorganization enthalpy
is positive.

T∆sSW) kBTlnPins - [(〈ψ2〉 - 〈ψ〉2)â/2 + ‚‚‚]a (7)
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We conclude by noting that moderately polar, real benzene
dissolves better than van der Waals benzene due to energeti-
cally favorable electrostatic interactions with the solvent.
Although here we have only shown that the hydration
entropies of van der Waals and realistic benzene do not
significantly differ, we more generally believe that lower
aqueous solubilities of nonpolar compared to polar molecules
are not due to the entropy differences but due to the lack of
favorable electrostatic interactions with the solvent. This
view, advocated earlier by Gallicchio et al.,33 is supported
by the Monte Carlo simulations of Stone et al.36 based on
which the authors conclude that poor aqueous solubilities
correlate with poor solute-solvent interaction.

5. Conclusions
In this study we have used MD simulations to make a
detailed comparison of the hydration structure and thermo-
dynamics of a realistic benzene model capable of forming
weak hydrogen bonds with water and a nonrealistic (van der
Waals) benzene model incapable of accepting H-bonds.
Calculations were performed using an all-atom benzene
model taken from the GROMOS force field and the SPC
water model. The benzene excess chemical potential and
excess partial molar enthalpy and entropy as well as the
hydration heat capacity change were calculated and showed
good overall agreement with the corresponding experimental
values. Our calculations indicate that a favorable hydration
free energy of benzene compared to “van der Waals benzene”
is due to favorable electrostatic (H-bonding) interactions with
the solvent. The solvation entropies of the realistic and van
der Waals benzene models were found to be not significantly
different. The hydration heat capacity change of the van der
Waals model was found larger than that of the realistic
model, which could be assigned to a larger enthalpy absorbed
by the hydration water of the van der Waals model. Although
changes of water-water interactions greatly affect the
hydration enthalpy, entropy, and heat capacity, they have
no impact on the benzene solubilily due to exact enthalpy-
entropy compensation of the solvent reorganization enthalpy.
Therefore, we also studied the solute-solvent energy and
solute-solvent entropy, which are the pertinent quantities
determining the chemical potential of the solute. The solute-
solvent entropy of the van der Waals benzene model is larger
(more favorable) than that of the realistic benzene model.
This result indicates that restrictions in water orientations
due to benzene-water hydrogen bonding are larger than
restrictions in water orientations close to the van der Waals
(hydrophobic) benzene. The low solubility of the nonpolar
van der Waals benzene relative to real benzene therefore
cannot be explained in terms of the entropy change but is
due to lack of favorable electrostatic interactions with the
solvent water molecules.
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Appendix: The Solute -Solvent Entropy
The solute-solvent terms in eq 1 have been analyzed by
Sanchez et al.37 whose treatment we briefly summarize

below. The reader is referred to ref 37 for the derivation of
eq 12, which we do not repeat here. The solute (S) excess
chemical potential (µex,S) can be defined using Widom’s
potential distribution theorem38

In eq 8, ψ denotes the interaction energy of the solute
molecule with the other (solvent) molecules,â ) (kBT)-1

with kB the Boltzmann constant, and the angular brackets
denote a constant volume-temperature ensemble average.
The subscript zero indicates that the average is taken under
the condition that the other molecules in the system do not
sense the presence of the “test molecule”. The average
without subscript indicates a normal ensemble average where
the solute molecule interacts and influences the other system
molecules. The excess chemical potential of molecules S (eq
8) is defined relative to an ideal gas with a number density
of molecules S equal to the number density of the solution.
Eq 8 can be decomposed in an energetic and entropic
contribution

In eq 9,∆uSW ) 〈ψ〉 and∆sSW ) -kBln〈eâ(ψ-〈ψ〉)〉. Using
the inequality〈eâψ〉 g eâ〈ψ〉 one sees that∆sSW is always
negative or zero, and thus-T∆sSW adds positively toµex,S.
For molecules with attractive interactions∆uSW is always
negative. Negative values ofµex,S therefore always result from
favorable solute-solvent interactions∆uSW < 0 overriding
the solute-solvent entropy. We note that-T∆sSW may be
interpreted as the work of creating a cavity that has the
solvent molecules in the appropriate positions and orienta-
tions to accommodate all chemical moieties of the solute;
∆uSWis the interaction energy of the solute with the properly
formed cavity. The quantity exp[∆sSW/kB] is the probability
to observe the above cavity in configurations of the pure
solvent.

The (constant pressure) excess partial molar enthalpy
(hex,S)P contains, in addition to the solute-solvent energy
∆uSW, a contribution arising from changes of solvent-solvent
interactions. This contribution is different depending on
whether the pressure or volume is kept fixed.19,20At constant
pressure, the solvent-solvent energy (enthalpy) change is
denoted (∆hWW)P ) (∆uWW)P + p∆V ≈ (∆uWW)P. This energy
change is localized in the solute hydration shell unlike in
the constant volume case where it includes a nonlocal bulk
response contribution.19,20Below we will drop the subscript
(‚‚‚)P. One should keep in mind that in this paper excess
partial molar enthalpies and entropies are evaluated at
constant pressure. Assuming the energies∆uSW and ∆hWW

are additive yields

µex,S ) -â-1ln〈e-âψ〉0

) â-1ln〈eâψ〉 (8)

µex,S ) â-1ln〈eâψ〉

) 〈ψ〉 + â-1ln〈eâ(ψ-〈ψ〉)〉

≡ ∆uSW- T∆sSW (9)

hex,S ) ∆uSW+ ∆hWW (10)
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Because the excess chemical potential is defined asµex,S

) hex,S - Tsex,S, the excess partial molar entropy is given by

Hence,hex,S andTsex,S contain a contribution (∆hWW) which
never impactsµex,S (exact energy-entropy compensation).
Although the definitions of∆uSW and ∆sSW (eq 9) take
slightly different forms in the constantP-T and constant
V-T ensembles their values are ensemble-independent.

From eq 9 it can be seen that energy fluctuationsψ -
〈ψ〉 > 0 contribute most significantly to the solute-solvent
entropy. To better understand the physics inherent in∆sSW

it is useful to think of it as having two contributions of which
both are negative. First,∆sSW has a cavity contribution that
arises from repulsive solute-solvent interaction energies (ψ
> 0) with corresponding solvent configurations that violate
the excluded volume constraint imposed by the solute. This
contribution reflects the tendency of the solvent to close the
solute cavity (or “squeeze-out” the solute). The second
contribution arises from fluctuations of the interaction energy
in configurations where the interaction is attractive (ψ e0).
Sanchez et al.37 derived

where the subscript ‘a’ indicates that the average is taken
under the condition that the solute-solvent interaction energy
is attractive (ψ < 0). The quantityPins is the probability that
a randomly inserted solute molecule into a system of only
solvent molecules will experience an attractive or zero
interaction (ψ e0). Pa is the probability that the solute
molecule in the fluid will have an attractive energy. Because
Pa will be very close to unity the lnPa term can be ignored.
The second term on the right-hand side of eq 12 will always
be zero in caseψ is independent of the positions and
orientations sampled by solvent molecules vicinal to the
solute. In a mean field approximation, where fluctuations in
the energy are ignored, this term would actually be set to
zero and∆sSW() kBlnPins) would then be determined by the
cavity contribution only. Thus, in a mean field approxima-
tion, one would only account for excluded volume effects
and the corresponding loss of solvent translational entropy.
In eq 12, the fluctuation term (〈ψ2〉 - 〈ψ〉2)â2/2 expresses
the fact that the available configuration space is biased by
attractive interactions (i.e. solute-solvent attractive interac-
tions bias positions and orientations of the vicinal solvent
molecules). The corresponding loss of configuration space
causes a loss of entropy.
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Abstract: Adsorption of nitrogen in spherical pores of FDU-1 silica at 77 K is considered by

means of a nonlocal density functional theory (NLDFT) accounting for a disordered structure of

pore walls. Pore size distribution analysis of various FDU-1 samples subject to different

temperatures of calcination revealed three distinct groups of pores. The principal group of pores

is identified as ordered spherical mesopores connected with each other by smaller interconnecting

pores and irregular micropores present in the mesopore walls. To account for the entrances

(connecting pores) into spherical mesopores, a concept of solid mass distribution with respect

to the apparent density was introduced. It is shown that the introduction of the aforementioned

distribution was sufficient to quantitatively describe experimental adsorption isotherms over the

entire range of relative pressures spanning six decades.

1. Introduction
Over the past decades we have witnessed a markedly
increasing interest in the analysis of adsorption phenomena
in mesoporous materials. This was stimulated by discovery
of highly ordered mesoporous materials such as MCM-41,
SBA-15, SBA-16, and FDU-1 having cylindrical or spherical
pores of controlled size. Adsorption isotherms for such
adsorbents give scientists an opportunity to verify the
capability of different theories to describe the hysteresis
phenomena and properly characterize porous structure of
solid materials. Analysis of adsorption in cylindrical pores
is considered by means of continuum and molecular ap-
proaches. Examples of the former approaches are the Barret,
Joyner, and Halenda (BJH) method,1 the modified BJH
method of Kruk, Jaroniec, and Sayari (KJS),2 and the
Broekhoff and de Boer (BdB) theory3,4 and its many modified

versions (modifications accounting for the solid-fluid
potential dependence on the pore size,5-7 dependence of the
surface tension on the meniscus curvature,8-12 and surface
roughness13). Among molecular approaches applied for the
analysis of adsorption in cylindrical pores the most frequently
used are the nonlocal density functional theory (NLDFT)14-22

and Monte Carlo technique.17,23-25 The comparison of results
obtained with the original BdB theory and the NLDFT26

showed that they are close to each other for pores having a
diameter greater than 7 nm. In general, the molecular
approaches adequately represent features of adsorption in
mesopores; however, some unresolved problems still remain.
For example, the diameter of cylindrical pore determined
with NLDFT is less than that determined with the X-ray
diffraction technique (XRD) about 0.3-0.7 nm.26 The lower
closure point of the hysteresis is underestimated by the
NLDFT (compared to 0.4 for nitrogen at 77 K and 0.34 for
argon at 87.3 K27 observed experimentally). The critical
hysteresis diameter determined with the NLDFT for nitrogen
adsorption at 77 K is 2 nm15 (compared to 4 nm observed
experimentally28-30). This difference is explained by the
density fluctuations leading to nucleation via formation of
bumps and bridges if the potential barrier is less than
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† University of Queensland.
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approximately 20kT.21,23,24,31Another reason for an experi-
mentally observed higher value of the critical hysteresis pore
diameter could be energetic heterogeneity32 or intrinsic pore
size distribution.33 Another unresolved issue is that which
branch of the isotherm is equilibrium. According to the
classical scenario of adsorption in cylindrical pores capillary
evaporation occurs at equilibrium via receding menisci from
the open ends of the pore, while the capillary condensation
pressure corresponds to the limiting case of mechanical
stability of metastable segment of adsorption branch of the
isotherm (vaporlike spinodal point).34 Nevertheless, some
experimental investigations do not seem to support this
scenario,2,30,35-37 but instead they suggested that the adsorp-
tion branch of the isotherm corresponds to the true equilib-
rium. Our NLDFT analysis of condensation pressure for
nitrogen and argon adsorption in MCM-41 samples in
comparison with the XRD data also shows that the experi-
mental condensation pressure-diameter dependence can be
quantitatively matched only by the theoretical dependence
obtained for the equilibrium transition pressure.38

Theoretical investigation of adsorption in spherical pores
is very scarce in the literature. A comprehensive NLDFT
analysis of nitrogen and argon adsorption in spherical pores
of different siliceous adsorbents was recently presented by
Ravikovitch et al.21,39The present paper is devoted to further
development and refinement of the NLDFT method of
analysis of adsorption isotherms in spherical pores. Our aim
is to quantitatively describe nitrogen adsorption isotherms
at 77 K in spherical pores of FDU-1 materials40 over the
entire range of relative pressures. We analyze a number of
samples obtained at different temperatures of calcinations
and derive their pore size distribution (PSD) functions. We
proceed from the assumption that the average density of the
solid constituting the pore wall is less than that for the
reference nonporous silica due to the fraction of the surface
of spherical pores is taken up by channels connecting
spherical pores with each other. This average density is
shown to be determined by the PSD analysis of the samples,
which disclose important additional information on the pore
structure of adsorbents.

2. Model
2.1. Nonlocal Density Functional Theory in the Case of
Disordered Solids.In the present paper we use the Tara-
zona’s smoothed density approximation41,42 in our NLDFT
formulation. The density distribution of a fluid confined in
an open pore (grand canonical ensemble) corresponds to the
minimum of the following grand thermodynamic potential

Here F is the local density in the pore;f is the molecular
Helmholtz free energy; andµ is the chemical potential. The
molecular Helmholtz free energy can be represented as a
sum of four terms, representing the ideal, excess, attractive,
and external part of the Helmholtz free energy, respectively

whereΛ is the thermal de Broglie wavelength andkB is the
Boltzmann’s constant. The excess Helmholtz free energy,
fex(Fj), accounts for the repulsive part of the interaction
potential and is defined in the form of the Carnahan-Starling
(CS) equation43 derived for the equivalent hard sphere fluid:

Here dHS is the equivalent hard sphere diameter, and the
smoothed densityFj is given by

The functionω(|r - r ′|;Fj(r )) in the integrand of the above
equation is approximated by the following polynomial42

where

The weight functionsω0(r), ω1(r), andω2(r) are defined
as functions of the distancer in the region 0< r < 2 σff.42

It is relevant to point here that the excess Helmholtz free
energy may be interpreted as a function of the smoothed
void volumeVj ) 1 - ηj. The decrease of the void volume
leads to the increase of repulsive forces. In the limiting case
of zero value of the void volume there is no space to insert
an additional molecule, which means infinite repulsive forces.
This limiting case corresponds to the maximum possible
value of the fluid densityFm ) 6/(πdHS

3). The concept of
the void volume is from a mathematical viewpoint exactly
an equivalent way of the definition of the excess Helmholtz
free energy of a homogeneous or inhomogeneous fluid far
away from solid walls confining the fluid. However, the
advantage of such a representation is that it accounts for the
decrease in the void volume (that is the volume fraction
available to fluid molecules) due to the increase in the fluid
density as well as due to the presence of the solid wall. In
this case repulsive forces acting between the wall and fluid
molecules are also accounted for. The replacement of the
density by the void volume allows us to consider the
combined solid-fluid system from the same viewpoint as
that developed for the inhomogeneous fluid. Such a consid-
eration is justified for the case of amorphous solids because
those could be treated as ‘frozen’ liquids and be a part of
the system. This concept has been successfully applied to
analysis of nitrogen and argon adsorption on nonporous
silica44 and in cylindrical pores of MCM-41 samples.45,46

Below we briefly reproduce some basic points of this
approach. Thus, in terms of void volume the excess Helm-
holtz free energy may be rewritten as follows:

In the above equationVj is the smoothed void volume,
which can be determined from the distribution of local void
volumeV(r ) ) 1 - F/Fm using the following equivalent form

Ω ) ∫F(r )[f(r ) - µ]dr (1)

f(r ) ) kBT[ln(Λ3F(r )) - 1] + fex[Fj(r )] + uint(r ) + uext(r )
(2)

fex(Fj) ) kBT
4ηj - 3ηj2

(1 - ηj)2
, ηj ) π

6
dHS

3Fj (3)

Fj(r ) ) ∫F(r ′)ω(|r - r ′|;Fj(r ))dr ′ (4)

Fj(r ) ) Fj0(r ) + Fj1(r )Fj(r ) + Fj2(r )(Fj(r ))2 (5)

Fji(r ) ) ∫F(r ′)ωi(|r - r ′|)dr ′, i ) 0,1,2 (6)

fex(Fj) ) kBT
1 + 2Vj - 3Vj2

Vj2
, Vj ) 1 - Fj/Fm (7)
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of eqs 5 and 6

where

The integration in the RHS of eq 9 has taken over the
region of two fluid collision diameters. If the distance from
the center of a given molecule to the pore wall surface is
less than two collision diameters, the integral has taken over
the space outside of the solid volume. It means that the local
void volume inside the solid is zero, i.e., no one fluid
molecule could reside inside the solid constituted the pore
wall. Strictly speaking, such an assumption is not completely
correct, as some molecules could penetrate to the solid and
localize between solid atoms. Nevertheless, in the case of
amorphous solids this assumption is more plausible compared
to the formal application of the CS equation coupled with
the Tarazona’s prescription (5) and (6) to the solid-fluid
interface. Indeed, in the latter case the local density of the
fluid inside the solid is zero, which in accordance with eqs
3-6 is formally equivalent to the misleading statement that
the void volume reaches maximum in the solid. In reality
the replacement of the fluid molecules by the solid atoms
never leads to the increase in the void volume (available to
fluid molecules) up to its maximum value.

Contribution of the attractive potential to the Helmholtz
free energy is usually modeled using the mean field ap-
proximation as follows:

The pairwise potentialφff of two molecules is defined by
the Weeks-Chandler-Andersen (WCA) scheme:47

Here r and rc are the distance between the molecules and
the cutoff distance, respectively;εff is the potential well depth;
σff is the collision diameter;rm ) 21/6 σff is the distance at
which the potential is minimum.

In the case of crystalline solids the external potentialuext

could be determined by integration of the 12-6 Lennard-
Jones pairwise solid-fluid potential over the solid volume
or surface, which for a flat interface results in the 9-3 or
10-4 potential, respectively. The resulting potential exerted
by the solid has a form of the potential well, having minimum
at a distance of about one solid-fluid collision diameter from
the surface. The locus of the potential minimum is a two-
dimensional plane parallel to the solid surface. Consequently,
adsorption occurs as a sequential molecular layering, which
is often reflected in highly undulated predicted adsorption
isotherms, especially at low temperatures. In the case of
disordered materials such as silica the centers of the
outermost solid atoms are not located on a 2D surface.

Therefore one could expect that the solid-fluid potential
minimum is not as sharp as that observed with a crystalline
surface but rather significantly dispersed. It is this dispersed
minimum that prevents 2D condensation of the adsorbed
fluid. There are approaches dealing with binary systems
(so-called quenched-annealed (QA) systems), one part of
which is a fluid (annealed) allowed to equilibrate, and
the other one is the solid (quenched or frozen liquid).48,49

Physical quantities of such systems are defined as double
ensemble averages. The QA theory is quite involved.
Therefore we apply an approach, which is simple in its
description, but elegant enough to account for the dispersed
minimum, and most importantly it is able to quantitatively
describe nitrogen adsorption on amorphous surface of
siliceous adsorbents.

Since repulsive forces arising between solid atoms and
fluid molecules are already accounted for in the excess
Helmholtz free energy using the concept of void volume,
the only attractive term for the solid-fluid interaction is
needed to be added. This could be done in a similar way
used for the fluid-fluid interaction via the WCA perturbation
scheme. For the system amorphous solid-fluid the WCA
equation can be rewritten as follows

where εff, σff, and rc
(s) are the solid-fluid potential well

depth, the solid-fluid collision diameter, and the cutoff
distance for the solid-fluid interaction, respectively. The
superscriptj at the pairwise potential and the potential well
depth is 1 or 2 and is introduced to account for the distinction
between atoms inside the solid (j ) 1) and those on the solid
surface (j ) 2). It is important because in the general case
the difference between the two can be very significant due
to the surface functional groups such as silanols on the silica
surface. Thus, the resulting external potential may be
expressed as follows

where FV
(s) and FS

(s) are the solid and surface density,
respectively. The corresponding integrals are taken over the
solid volume and surface.

2.1.1. Henry Law Limit. There could be a question as to
whether the method of application of NLDFT to amorphous
solids leads to the Henry law at low densities. At the limiting
case of zero loading the fluid-fluid interaction potential
vanishes. In this case the minimization of the grand
thermodynamic potential leads to the following equation

At negligibly small bulk pressurep and, as a consequence,
the adsorbed fluid density and the smoothed void volume
are a function of only the distance from the surface, and the
chemical potential is proportional tokBTlnp. It means that

Vj(r ) ) Vj0(r ) + FmVj1(r )[1 - Vj(r )] + Fm
2Vj2(r )[1 - Vj(r )]2 (8)

Vji(r ) ) ∫V(r ′)ωi(|r - r ′|)dr ′, i ) 0,1,2 (9)

uint(r ) ) 1
2∫F(r ′)φff(|r - r ′|)dr ′ (10)

φff(r) ) [-εff r < rm

4εff[(σff/r)
12 - (σff/r)

6] rm < r < rc

0 r > rc
] (11)

φsf
(j)(r) ) [-εsf

(j) r < rm
(s)

4εsf
(j)[(σsf/r)

12 - (σsf/r)
6] rm

(s) < r < rc
(s)

0 r > rc
(s) ] (12)

uext(r ) ) ∫V
FV

(s)
φsf

(1)(|r - r ′|)dr ′ + ∫S
FS

(s)
φsf

(2)(|r - r ′|)dr ′
(13)

kBT ln[Λ3F(r )] + fex[Vj(r )] + uext(r ) ) µ (14)
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the fluid density is proportional to the bulk pressure at a
specified point of space near the surface:

The proportionality between the density and the pressure
results in linear dependence of the amount adsorbed on the
bulk pressure, i.e., the adsorption isotherm reduces to the
Henry law at a sufficiently low-pressure region, which
confirms the correctness of the method under consideration.
Our observation is that the Henry law region in the case of
amorphous solids corresponds to much lower pressures
compared to that for the conventional NLDFT. Some
additional features of the adsorption isotherm on a nonporous
amorphous solid under the monolayer coverage will be
discussed in the next subsection.

It should be noted that the proposed approach is an
extension of the conventional NLDFT to a binary system of
fluid-amorphous solid, rather than its alternative. The reason
this method as applied to amorphous solids works much
better than the formal application of NLDFT to crystalline
surfaces (it is shown below) is apparently associated with a
smoother repulsive term of the solid-fluid potential due to
random dispersion of solid atoms relative to the surface,
which prevents artificial layering of the adsorbed fluid.
Viewing fluid-fluid and fluid-solid interactions from the
same standpoint seems to be justified in the case of
amorphous solids despite some simplifications such as the
neglect of the nonzero transition zone at the surface,
thermodynamic inertness of the solid (the excess free energy
of solid atoms in the vicinity of the surface is assumed to
not be affected by the fluid molecules), and impermeability
of the solid to fluid molecules. A more rigorous approach
requires further investigations.

2.2. Adsorption on Nonporous Reference Material.The
fluid-fluid molecular parameters are determined from the
bulk properties (the saturation pressure and the liquid density
at the saturation pressure) and surface tension. These
parameters were taken from the paper of Neimark et al.50

The solid-fluid parameters were determined by the least
squares procedure from the nitrogen adsorption isotherm on
nonporous silica LiChrospher Si-1000 at 77 K.51 All mo-
lecular parameters are listed in Table 1.

Nitrogen adsorption isotherm on nonporous silica is
presented in Figure 1 in logarithmic and linear scales. The
solid line is plotted with the described above method of
application of NLDFT to disordered solids using the
parameters listed in Table 1. As one can see from the figure,
the experimental isotherm is excellently fitted by the
theoretical curve over the entire relative pressure range by

six decades, which confirms the adequacy of the NLDFT
approach. For comparison the dashed line in the figure shows
the result of conventional NLDFT application, in which the
solid is not a part of the binary solid-fluid system and is
considered solely as a source of the external 10-4 LJ
potential. The dashed line is calculated for the solid-fluid
parameters presented in refs 18, 20, and 50. The Henry law
region corresponding to our approach is not seen in Figure
1, but it exists in the lower pressure range. Interestingly,
according to experimental data and the developed version
of NLDFT there is a broad region between the Henry law
and the monolayer coverage where the amount adsorbed
increases gradually with pressure. This indirectly points to
the energetic heterogeneity of silica surface, which formally
could be described in the framework of the Langmuir model
of adsorption on isolated sites distributed over their energy.
It means that the proposed algorithm of NLDFT application
to the amorphous surface implicitly accounts for its energetic
heterogeneity at the microscopic level (as opposed to the
patchwise model having macroscopic origin) caused by
random spatial distribution of solid atoms in the vicinity of
the surface.

Table 1. Molecular Parameters for the System N2 - Silica
at 77 K

fluid - fluid solid - fluid

σff

(nm)
εff/kB

(K)
dHS

(nm)
σsf

(nm)
FV

(s)
εsf

(1)/kB

(K nm-3)
FS

(s)
εsf

(2)/kB

(K nm-2) rc
(s)/σsf

0.3575 94.45 0.3575 0.2988 6406 640.1 4.4

F(r ) ) p
kBT

exp[-
fex[Vj(r )] + uext(r )

kBT ] (15)

Figure 1. Nitrogen standard reduced adsorption isotherm on
silica LiChrospher Si-1000 at 77.3 K in linear scale (a) and
logarithmic scale (b). (Circles) experimental data,51 (solid line)
the developed version of NLDFT for amorphous surface, and
(dashed line) conventional NLDFT with molecular parameters
listed in Table 1.
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2.3. Application of the NLDFT to Spherical Pores.In
the present paper we considered a spherically symmetrical
density distribution inside a spherical pore. This is a quite
strong assumption since each spherical mesopore of FDU-1
silica has 12 windows connecting this pore with the
neighboring pores. The two-dimensional diagram of a
spherical pore with connecting channels as well as micro-
pores is shown in Figure 2. The rigorous way is to solve the
3D task; however, this task is highly time-consuming, so
the 1D spherically symmetrical model seems to be a
reasonable simplification. In this 1D representation, the
spherical pore is modeled as one without any connecting
pores, and therefore the average density of solid atoms of
this model pore would be less than the solid skeleton density
of a real pore. We shall denote hereafter this average density
as the apparent density. Since we do not exactly know the
shape and volume of the connecting pores it makes sense to
consider the average pore wall density as an adjustable
parameter. The spherical pore volume was divided into the
set of concentric spheres having radii incremented by 1/30
fluid-fluid collision diameter. For each pair of spherical
surfaces the Tarazona’s weight function and the WCA
attractive potential were determined. Minimization of the
functional (1) results in the set of equations relative to the
set of local densities defined at the spherical surfaces at a
given chemical potential. This set of equations is solved by
a standard iteration procedure producing a density profile
corresponding to the thermodynamic equilibrium. Having
determined the density profile, one can easily calculate the
apparent density at a given bulk phase pressure. In doing
so, we determined a set of local isotherms for a set of pore
size ranging from 0.72 to 21 nm at a specified apparent
density of the pore wall. Note that the capillary rise that we
refer to is the equilibrium transition pressure, rather than the
vaporlike spinodal pressure. Besides we generated 60 sets
of local isotherms, each of which corresponds to a specified
pore wall density in the region from 0.88 to 2.2 g/cm3.

We applied the NLDFT extended to amorphous solids to
the adsorption branch of isotherms assuming that like in the
case of cylindrical pores the adsorption branch for spherical
pores is close to the true equilibrium.36-38 Besides the pore
size distribution the distribution function of mass of adsorbent
with respect to the average pore wall density (MDF) was

introduced in the following form

where m/m0 is the fraction of mass of adsorbent having
apparent density of the pore wall less thanFV

(s) andm0 is the
total mass of the sample. Note that the functionê is
normalized. For the sake of simplicity we assume thatFS

(s)/
FV

(s) is constant. With the above definition the amount
adsorbed can be expressed as follows:

HereFa is the density of adsorbed fluid at a relative pressure
p/p0 in the pore having diameterD and average pore wall
densityFV

(s); f(D) is the pore size distribution function, that
is

The PSD and MDF were determined using the Tikhonov
regularization method.52,53 Details of application of the
regularization method can be found elsewhere.54,55

3. Results
In the present paper we analyze nitrogen adsorption isotherms
for a series of ordered mesoporous silica samples, FDU-1,
having a cagelike structure.40 Adsorption branches of iso-
therms for five samples calcined at different temperatures
are presented in Figure 3. Pore size distribution functions
determined for these isotherms are shown in Figure 4 in
logarithmic and linear scales. It is seen from the figure that
there are three distinct peaks in the PSDs. The first one in
the region of equivalent spherical pore diameters from 0.8
to approximately 1.3 nm is associated with micropores in
the pore walls. The second peak in the pore size region from
1.3 to 3 nm may be attributed to connecting pores between
neighboring larger spherical pores, which are represented by
the third peak in the PSD. The increase of the temperature
of calcination leads to a decrease in the pore volume of all
groups of pores as well as their sizes due to the shrinkage
of the silica framework. In the case of micropores their
average size does not change much because calcination may
cause elimination of fine micropores56 and/or substantial
reduction of their size, making them inaccessible for
adsorbate molecules.

Figure 5 shows the distribution of mass of the adsorbent
with respect to the average pore wall density. The mass
distribution functions (MDF) can be interpreted by consider-
ing the hypothetical case of ordered adsorbent having
spherical pores of equal size connected with each other by
channels whose surfaces are treated as hard walls (i.e.,
adsorption does not occur). With this hypothetical case, its
MDF is a Dirac delta function at a density of the solid, and
this density is less than the density of nonporous silica (2.2
g/cm3). This is because the pore wall of the spherical pores
is not continuum due to hollows, occupied by the connecting
channels. Since the model considers the pore surface as a

Figure 2. Illustration of a spherical cage with neighboring
connecting pores and irregular micropores. Spherical cages
together with connecting pores form a three-dimensional
system of ordered mesopores, which in the case of FDU-1
has Fm3m symmetry.

ê(FV
(s)) )

d(m/m0)

dFV
(s)

(16)

a(p/p0) ) ∫∫f(D)ê(FV
(s))Fa(p/p0,D,FV

(s))d(FV
(s))d log D (17)

f(D) ) dV
d log D

(18)

Modeling Nitrogen Adsorption J. Chem. Theory Comput., Vol. 1, No. 4, 2005657



contiguous spherical wall, the apparent density of the solid
constituting the wall must be decreased. Now let the
connecting channels be adsorbing pores. In this case we have
to account for two kinds of pores (main spherical mesopores
and connecting pores) having a different size and, most
importantly, a different apparent density of the pore walls.
The latter is due to the different geometry of those pores
and numbers of windows. It leads us to the conclusion that
the MDF should consist of at least two peaks. This is exactly
what we observe on the MDF in Figure 5. However, any
further geometrical considerations should be done with
reservations for the following reasons. First, the model is
one-dimensional, while the pore has a number of hollows,
which destroys the spherical symmetry. Second, little is
known about the geometry of connecting pores, though we
model them as spherical pores (as well as micropores) the
same way as we do for the main pores. Third, the PSD
function and MDF are uncorrelated, which is generally not
correct. Any attempts to correlate these are bound to great
complication, due to the ill-posed nature of the task under
consideration. It is interesting to note that the MDF is nearly
the same for all samples despite the significant decrease in
the pore volume with the temperature of calcination. It could

be explained by a proportional shrinkage of solid and pore
volume, which keeps unchanged the relation between pore
size and windows for each group of pores. There is some
uncertainty about which peak corresponds to larger spherical
pores and that to connecting pores, but it is likely that the
average pore wall density for the main spherical pores is
about 0.75FV0

(s), i.e., 1.65 g/cm3 since the right peak is larger
compared to the left one, which is in agreement with the
PSD functions.

All characteristics of the porous structure of analyzed
samples are summarized in Table 2.

The subscripts ‘me’, ‘con’, and ‘mi’ denote (spherical)
mesopores, connecting pores, and micropores, respectively.
Corresponding volumes were determined by integration of
the PSD function in the regions of size 10-21, 1.3-3, and
0.8-1.3 nm, respectively. The pore diameters were deter-
mined using the maximum of the corresponding peak. The
surface area is determined only for the main spherical pores,
Sme, as the physical shape of micropores and connecting pores
is not known exactly. Besides, we also determined the
external surfaceSex, whose contribution to the amount
adsorbed was accounted for by using thet-curve for nitrogen

Figure 3. Nitrogen adsorption isotherm for FDU-1 samples
at 77 K at linear scale (a) and in logarithmic scale (b).
Temperature of calcinations (K): O - 813, b - 973, 0 -
1073, 9 - 1173, 4 - 1273. Solid lines are correlated by the
NLDFT version for amorphous solids.

Figure 4. Pore size distributions for FDU-1 samples calcined
at different temperature in logarithmic (a) and linear (b) scale
obtained with the developed NLDFT version for amorphous
solids. Three peaks from left to right correspond to micropores
in pore walls, connecting pores, and spherical mesopores,
respectively.
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adsorption on nonporous silica LiChrospher Si-1000.51

Analysis of the data presented in Table 2 shows that the
increase of the temperature of calcination decreases the size
of spherical mesopores and connecting pores but does not
affect the size of micropores. The surface of mesopores and
their diameter both decrease with the increase of calcination
temperature. It raises the question whether the number of
(available) pores is affected by the temperature. Figure 6
gives one more piece of information on this matter. In this
figure we present the distribution function of number of pores
with respect to the pore size defined as

Figure 6a shows the distribution in the whole region of
pore size. Due to the relatively small size of micropores their
number is very large compared to mesopores, so the
distribution function in the region above 2 nm is not seen.
One can see from the figure that the increase of the
calcination temperature does not change the pore size of
micropores but substantially decreases their number. It could
mean that calcination leads to progressive blocking of
micropores and/or their elimination.56 The situation is
different if this figure is plotted in a small scale for the region
of pores larger than 5 nm (Figure 6b). It is seen from the
figure that all distribution functions related to the main

spherical mesopores are nearly the same, but the increase of
the temperature of calcination just shifts them toward smaller
pore size. It confirms the conclusion that geometrical
mesopore structure remains the same during calcination, but
the pore size and the pore wall thickness decrease in the
same proportion, i.e., the adsorbent shrinks isotropically. The
external surface, as is seen from Table 2, also decreases with
the increase of the temperature.

4. Conclusion
The nonlocal density functional theory extended for the case
of amorphous surfaces is presented. We demonstrated results
of the application of the new version of NLDFT to spherical
pores of a series of silica FDU-1 samples obtained with a
progressive increase in the temperature of calcination. The
model quantitatively describes nitrogen adsorption isotherms
at 77 K over the entire pressure range. It was found that the
apparent density of the pore wall is smaller than that for the
nonporous silica due to intermediate pores connecting
spherical mesopores. The increase of the calcination tem-
perature leads to blocking micropores and shrinkage of
mesopores; however, the geometrical structure of the ad-
sorbent remains the same. The proposed model and method

Figure 5. Mass distribution of silica FV0
(s)ê(FV

(s)) with respect to
the average pore wall density for series of FDU1 silica
samples calcined at different temperatures (K): O - 813, b

- 973, 0 - 1073, 9 - 1173, 4 - 1273. FV0
(s) is the density of

continuous nonporous silica (2.2 g/cm3). The area under each
curve is unity.

Table 2. Structural Parameters for the Series of FDU1
Samples

sample
Dme

(nm)
Dcon

(nm)
Dmi

(nm)
Vme

(nm)
Vcon

(nm)
Vmi

(nm)
Sme

(m2/g)
Sex

(m2/g)

C-813 15.5 1.77 0.98 0.31 0.19 0.18 124 12
C-973 14.8 1.74 1.00 0.27 0.15 0.15 112 11
C-1073 14.5 1.68 1.00 0.26 0.13 0.13 108 10
C-1173 13.6 1.53 1.01 0.22 0.10 0.09 100 10
C-1273 13.0 1.55 0.99 0.18 0.06 0.04 86 7

Figure 6. Distribution of number of pores of FDU-1 samples
calcined at different temperatures: (a) the whole region of
pores and (b) the region of spherical mesopores.

æ(D) ) (πD3

6 )-1 dV
d log D

(19)
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of simultaneous pore size and mass distribution analysis is
a convenient tool for characterization of amorphous porous
solids.
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Abstract: The absolute free energies of several ice polymorphs were calculated using

thermodynamic integration. These polymorphs are predicted by computer simulations using a

variety of common water models to be stable at low pressures. A recently discovered ice

polymorph that has as yet only been observed in computer simulations (Ice-i) was determined

to be the stable crystalline state for all the water models investigated. Phase diagrams were

generated, and phase coexistence lines were determined for all of the known low-pressure ice

structures. Additionally, potential truncation was shown to play a role in the resulting shape of

the free energy landscape.

1. Introduction
Water has proven to be a challenging substance to depict in
simulations, and a variety of models have been developed
todescribe itsbehaviorundervaryingsimulationconditions.1-12

These models have been used to investigate important
physical phenomena-like phase transitions, transport proper-
ties, and the hydrophobic effect.13-15 With the choice of
models available, it is only natural to compare them under
interesting thermodynamic conditions in an attempt to clarify
the limitations of each.4,16-18 Two important properties to
quantify are the Gibbs and Helmholtz free energies, par-
ticularly for the solid forms of water, as these predict the
thermodynamic stability of the various phases. Water has a
particularly rich phase diagram and takes on a number of
different and stable crystalline structures as the temperature
and pressure are varied. It is a challenging task to investigate
the entire free energy landscape;19 and ideally, research is
focused on the phases having the lowest free energy at a
given state point, because these phases will dictate the
relevant transition temperatures and pressures for the model.

The high-pressure phases of water (ice II-ice X as well
as ice XII) have been studied extensively both experimentally
and computationally. In this paper, standard reference state
methods were applied in thelow pressure regime to evaluate
the free energies for a few known crystalline water poly-
morphs that might be stable at these pressures. This work is
unique in that one of the crystal lattices was arrived at

through crystallization of a computationally efficient water
model under constant pressure and temperature conditions.
Crystallization events are interesting in and of themselves;13,20

however, the crystal structure obtained in this case is different
from any previously observed ice polymorphs in experiment
or simulation.12 We have named this structure Ice-i to indicate
its origin in computational simulation. The unit cell of Ice-i
and an axially elongated variant named Ice-i′ both consist
of eight water molecules that stack in rows of interlocking
water tetramers as illustrated in Figure 1A,B. These tetramers
form a crystal structure similar in appearance to a recent
two-dimensional surface tessellation simulated on silica.21

As expected in an ice crystal constructed of water tetramers,
the hydrogen bonds are not as linear as those observed in
ice Ih; however, the interlocking of these subunits appears
to provide significant stabilization to the overall crystal. The
arrangement of these tetramers results in octagonal cavities
that are typically greater than 6.3 Å in diameter (Figure 2).
This open structure leads to crystals that are typically 0.07
g/cm3 less dense than ice Ih.

Results from our previous study indicated that Ice-i is the
minimum energy crystal structure for the single point water
models investigated (for discussions on these single point
dipole models, see our previous work and related ar-
ticles).5,8,12 Our earlier results considered only energetic
stabilization and neglected entropic contributions to the
overall free energy. To address this issue, we have calculated
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the absolute free energy of this crystal using thermodynamic
integration and compared it to the free energies of ice Ic and
ice Ih (the common low-density ice polymorphs) and ice B
(a higher density but very stable crystal structure observed
by Bàez and Clancy in free energy studies of SPC/E).22 This
work includes results for the water model from which Ice-i
was crystallized (SSD/E) in addition to several common
water models (TIP3P, TIP4P, TIP5P, and SPC/E) and a
reaction field parametrized single point dipole water model
(SSD/RF). The axially elongated variant, Ice-i′, was used in
calculations involving SPC/E, TIP4P, and TIP5P. The square
tetramers in Ice-i distort in Ice-i′ to form a rhombus with
alternating 85 and 95 degree angles. Under SPC/E, TIP4P,
and TIP5P, this geometry is better at forming favorable
hydrogen bonds. The degree of rhomboid distortion depends
on the water model used but is significant enough to split a
peak in the radial distribution function which corresponds
to diagonal sites in the tetramers.

2. Methods
Canonical ensemble (NVT) molecular dynamics calculations
were performed using the OOPSE molecular mechanics
program.23 The densities chosen for the simulations were
taken from isobaric-isothermal (NPT) simulations performed
at 1 atm and at 200 K. Each model (and each crystal
structure) was allowed to relax for 300 ps in the NPT
ensemble before averaging the density to obtain the volumes
for the NVT simulations. All molecules were treated as rigid
bodies, with orientational motion propagated using the
symplectic DLM integration method. Details about the
implementation of this technique can be found in a recent
publication.24

Thermodynamic integration was utilized to calculate the
Helmholtz free energies (A) of the listed water models at
various state points. Thermodynamic integration is an
established technique that has been used extensively in the
calculation of free energies for condensed phases of
materials.25-29 This method uses a sequence of simulations
during which the system of interest is converted into a
reference system for which the free energy is known
analytically (A0). The difference in potential energy between
the reference system and the system of interest (∆V) is then
integrated in order to determine the free energy difference
between the two states:

Here,λ is the parameter that governs the transformation
between the reference system and the system of interest. For
crystalline phases, an harmonically restrained (Einstein)
crystal is chosen as the reference state, while for liquid
phases, the ideal gas is taken as the reference state.

In an Einstein crystal, the molecules are restrained at their
ideal lattice locations and orientations. Using harmonic
restraints, as applied by Ba`ez and Clancy, the total potential
for this reference crystal (VEC) is the sum of all the harmonic
restraints

whereKV, Kθ, and Kω are the spring constants restraining
translational motion and deflection of and rotation around
the principal axis of the molecule, respectively. These spring
constants are typically calculated from the mean-square
displacements of water molecules in an unrestrained ice

Figure 1. (A) Unit cells for Ice-i and (B) Ice-i′. The spheres
represent the center-of-mass locations of the water molecules.
The a to c ratios for Ice-i and Ice-i′ are given by 2.1214 and
1.785, respectively.

Figure 2. A rendering of a proton ordered crystal of Ice-i
looking down the (001) crystal face. The presence of large
octagonal pores leads to a polymorph that is less dense than
ice Ih.

Figure 3. Possible orientational motions for a restrained
molecule. θ angles correspond to displacement from the body-
frame z-axis, while ω angles correspond to rotation about the
body-frame z-axis. Kθ and Kω are spring constants for the
harmonic springs restraining motion in the θ and ω directions.
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crystal at 200 K. For these studies,KV ) 4.29 kcal mol-1

Å-2, Kθ ) 13.88 kcal mol-1 rad-2, and Kω ) 17.75 kcal
mol-1 rad-2. It is clear from Figure 3 that the values ofθ
range from 0 toπ, while ω ranges from-π to π. The
partition function for a molecular crystal restrained in this
fashion can be evaluated analytically, and the Helmholtz Free
Energy (A) is given by

where 2πν ) (KV/m)1/2, and Em is the minimum potential
energy of the ideal crystal.28 The choice of an Einstein crystal
reference state is somewhat arbitrary. Any ideal system for
which the partition function is known exactly could be used
as a reference point as long as the system does not undergo
a phase transition during the integration path between the
real and ideal systems. Nada and van der Eerden have shown
that the use of different force constants in the Einstein crystal
does not affect the total free energy,30 and Gao et al. have
shown that free energies computed with the Debye crystal
reference state differ from the Einstein crystal by only a few
tenths of a kJ mol-1.31 These free energy differences can
lead to some uncertainty in the computed melting point of
the solids.

In the case of molecular liquids, the ideal vapor is chosen
as the target reference state. There are several examples of
liquid-state free energy calculations of water models present
in the literature.22,26,32,33These methods typically differ in
regard to the path taken for switching off the interaction
potential to convert the system to an ideal gas of water
molecules. In this study, we applied one of the most
convenient methods and integrated over theλ4 path, where
all interaction parameters are scaled equally by this trans-
formation parameter. This method has been shown to be
reversible and provide results in excellent agreement with
other established methods.22

Near the cutoff radius (0.85*rcut), charge, dipole, and
Lennard-Jones interactions were gradually reduced by a cubic
switching function. By applying this function, these interac-
tions are smoothly truncated, thereby avoiding the poor
energy conservation which results from harsher truncation

schemes. The effect of a long-range correction was also
investigated on select model systems in a variety of manners.
For the SSD/RF model, a reaction field with a fixed dielectric
constant of 80 was applied in all simulations.34 For a series
of the least computationally expensive models (SSD/E, SSD/
RF, TIP3P, and SPC/E), simulations were performed with
longer cutoffs of 10.5, 12, 13.5, and 15 Å to compare with
the 9 Å cutoff results. Finally, the effects of using the Ewald
summation were estimated for TIP3P and SPC/E by per-
forming single configuration Particle-Mesh Ewald (PME)
calculations35 for each of the ice polymorphs. The calculated
energy difference in the presence and absence of PME was
applied to the previous results in order to predict changes to
the free energy landscape.

3. Results and Discussion
The calculated free energies of proton-ordered variants of
three low-density polymorphs (Ih, Ic, and Ice-i or Ice-i′) and
the stable higher density ice B are listed in Table 1. Ice B
was included because it has been shown to be a minimum
free energy structure for SPC/E at ambient conditions.22 In
addition to the free energies, the relevant transition temper-
atures at standard pressure are also displayed in Table 1.
These free energy values indicate that Ice-i is the most stable
state for all of the investigated water models. With the free
energy at these state points, the Gibbs-Helmholtz equation
was used to project to other state points and to build phase
diagrams. Figure 4 is an example diagram built from the
results for the TIP3P water model. All other models have
similar structure, although the crossing points between the
phases move to different temperatures and pressures as
indicated from the transition temperatures in Table 1. It is
interesting to note that ice Ih (and ice Ic for that matter) do
not appear in any of the phase diagrams for any of the
models. For purposes of this study, ice B is representative
of the dense ice polymorphs. A recent study by Sanz et al.
provides details on the phase diagrams for SPC/E and TIP4P
at higher pressures than those studied here.19

We note that all of the crystals investigated in this study
are ideal proton-ordered antiferroelectric structures. All of
the structures obey the Bernal-Fowler rules36 and should be
able to form stable proton-disorderedcrystals which have
the traditionalkBln(3/2) residual entropy at 0 K.37 Simulations
of proton-disordered structures are relatively unstable with
all but the most expensive water models.30 Our simulations
have therefore been performed with the ordered antiferro-
electric structures which do not require the residual entropy
term to be accounted for in the free energies. However, this

Table 1. Calculated Free Energies for Several Ice Polymorphs along with the Calculated Melting (or Sublimation) and
Boiling Points for the Investigated Water Modelsa

water model Ih Ic B Ice-i Ice-i′ Tm (*Ts) Tb

TIP3P -11.41(2) -11.23(3) -11.82(3) -12.30(3) 269(7) 357(4)
TIP4P -11.84(3) -12.04(2) -12.08(3) -12.33(3) 262(6) 354(4)
TIP5P -11.85(3) -11.86(2) -11.96(2) -12.29(2) 266(7) 337(4)
SPC/E -12.87(2) -13.05(2) -13.26(3) -13.55(2) 299(6) 396(4)
SSD/E -11.27(2) -11.19(4) -12.09(2) -12.54(2) *355(4)
SSD/RF -11.96(2) -11.60(2) -12.53(3) -12.79(2) 278(7) 382(4)

a All free energy calculations used a cutoff radius of 9.0 Å and were performed at 200 K and 1 atm. Units of free energy are kcal/mol, while
transition temperature are in Kelvin. Calculated error of the final digits is in parentheses.
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may result in some discrepancies when comparing our
melting temperatures to the melting temperatures that have
been calculated via thermodynamic integrations of the
disordered structures.19

Most of the water models have melting points that compare
quite favorably with the experimental value of 273 K. The
unfortunate aspect of this result is that this phase change
occurs between Ice-i and the liquid-state rather than ice Ih

and the liquid state. These results do not contradict other
studies which predict a range of 191 to 238 K for the melting
temperature of ice Ih using TIP4P. The range in temperatures
can be attributed to choice of interaction truncation and
proton ordering.19,29-31 If the presence of ice B and Ice-i were
omitted, aTm value around 200 K would be predicted from
this work. However, theTm from Ice-i is calculated to be
262 K, indicating that these simulation based structures ought
to be included in studies probing phase transitions with this
model. Also of interest in these results is that SSD/E does
not exhibit a melting point at 1 atm but does sublime at 355
K. This is due to the significant stability of Ice-i over all
other polymorphs for this particular model under these
conditions. While troubling, this behavior resulted in the
spontaneous crystallization of Ice-i which led us to inves-
tigate this structure. These observations provide a warning
that simulations of SSD/E as a “liquid” near 300 K are
actually metastable and run the risk of spontaneous crystal-
lization. However, when a longer cutoff radius is used,
SSD/E prefers the liquid state under standard temperature
and pressure.

For the more computationally efficient water models, we
have also investigated the effect of potential trunctaion on
the computed free energies as a function of the cutoff radius.
As seen in Figure 5, the free energies of the ice polymorphs
with water models lacking a long-range correction show
significant cutoff dependence. In general, there is a narrowing
of the free energy differences while moving to greater cutoff
radii. As the free energies for the polymorphs converge, the
stability advantage that Ice-i exhibits is reduced. Adjacent
to each of these plots are results for systems with applied or

estimated long-range corrections. SSD/RF was parametrized
for use with a reaction field, and the benefit provided by
this computationally inexpensive correction is apparent. The
free energies are largely independent of the size of the
reaction field cavity in this model, so small cutoff radii mimic
bulk calculations quite well under SSD/RF.

Although TIP3P was paramaterized for use without the
Ewald summation, we have estimated the effect of this
method for computing long-range electrostatics for both
TIP3P and SPC/E. This was accomplished by calculating
the potential energy of identical crystals both with and
without particle mesh Ewald (PME). Similar behavior to that
observed with reaction field is seen for both of these models.
The free energies show reduced dependence on cutoff radius
and span a narrower range for the various polymorphs. Like
the dipolar water models, TIP3P displays a relatively constant
preference for the Ice-i polymorph. Crystal preference is
much more difficult to determine for SPC/E. Without a long-
range correction, each of the polymorphs studied assumes
the role of the preferred polymorph under different cutoff
radii. The inclusion of the Ewald correction flattens and
narrows the gap in free energies such that the polymorphs
are isoenergetic within statistical uncertainty. This suggests
that other conditions, such as the density in fixed-volume
simulations, can influence the polymorph expressed upon
crystallization.

4. Conclusions
In this work, thermodynamic integration was used to
determine the absolute free energies of several ice poly-
morphs. The new polymorph, Ice-i, was observed to be the
stable crystalline state forall the water models when using
a 9.0 Å cutoff. However, the free energy partially depends
on simulation conditions (particularly on the choice of long-

Figure 4. Phase diagram for the TIP3P water model in the
low-pressure regime. The displayed Tm and Tb values are
good predictions of the experimental values; however, the
solid phases shown are not the experimentally observed
forms. Both cubic and hexagonal ice I are higher in energy
and do not appear in the phase diagram.

Figure 5. Free energy as a function of cutoff radius for SSD/
E, TIP3P, SPC/E, SSD/RF with a reaction field and the TIP3P
and SPC/E models with an added Ewald correction term. Error
for the larger cutoff points is equivalent to that observed at
9.0 Å (see Table 1). Data for ice Ic with TIP3P using both 12
and 13.5 Å cutoffs were omitted because the crystal was
prone to distortion and melting at 200 K. Ice-i′ is the form of
Ice-i used in the SPC/E simulations.
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range correction method). Regardless, Ice-i was still observed
to be either the stable polymorph or one of a set of meta-
stable polymorphs forall of the studied water models.

So what is the preferred solid polymorph for simulated
water? As indicated above, the answer appears to be
dependent both on the conditions and the model used. In
the case of short cutoffs without a long-range interaction
correction, Ice-i and Ice-i′ have the lowest free energy of
the studied polymorphs with all the models. Ideally, crystal-
lization of each model under constant pressure conditions,
as was done with SSD/E, would aid in the identification of
their respective preferred structures. This work, however,
helps illustrate how studies involving one specific model can
lead to insight about important behavior of others.

The stability of Ice-i in the SSD models is probably due
to wide conical angle over which the short-range sticky
potential is attractive. This allows added stability from
hydrogen bonding at unrealistic O-H-O angles. The
tetramers present in the Ice-i structure arenot in particularly
favorable arrangements for the dipolar interactions, so it is
unlikely that the dipolar strength of the SSD family is helping
to stabilize this structure. Increasing the angular specificity
of the attractive portion of the sticky potential by using higher
powers of the spherical harmonic term (i.e. (Y3

2 + Y3
-2)3)

would be a simple way to destabilize the Ice-i structure.

It is possible that one of the newer parametrizations of
the point-charge models such as the Nada and van der Eerden
six-site model,30 or the Ewald-corrected versions of the TIP
models (e.g. TIP4P-Ew,38 and TIP5P-E39), would also
destabilize this structure relative to the correct ice structures.
We also note that none of the water models used in this study
are polarizable or flexible models. It is entirely possible that
the polarizability of real water makes Ice-i substantially less
stable than ice Ih. However, the calculations presented above
seem interesting enough to communicate before the role of
polarizability (or flexibility) has been thoroughly investigated.

Finally, due to the stability of Ice-i in the investigated
simulation conditions, the question arises as to possible
experimental observation of this polymorph. The rather
extensive past and current experimental investigation of water
in the low-pressure regime makes us hesitant to ascribe any
relevance to this work outside of the simulation community.
It is for this reason that we chose a name for this polymorph
which involves an imaginary quantity. That said, there are
certain experimental conditions that would provide the most
ideal situation for possible observation. These include the
negative pressure or stretched solid regime, small clusters
in vacuum deposition environments, and in clathrate struc-
tures involving small nonpolar molecules. For the purpose
of comparison with experimental results, we have calculated
the oxygen-oxygen pair correlation function,gOO(r), and
the structure factor,S(qb), for the two Ice-i variants (along
with example ice Ih and Ic plots) at 77 K, and they are shown
in Figures 6 and 7 respectively. It is interesting to note that
the structure factors for Ice-i′ and Ice-Ic are quite similar.
The primary differences are small peaks at 1.125, 2.29, and
2.53 Å-1, so particular attention to these regions would be
needed to identify the newi′ variant from the Ic variant.
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Abstract: The aim of this communication is to probe the possibility of increasing the barrier for

reversal of magnetization in the family of new cyano-bridged pentanuclear Mn(III)2Mn(II)3 clusters

in which single molecule magnet behavior has been recently discovered. In this context, we

analyze the global magnetic anisotropy arising from the unquenched orbital angular momenta

of ground terms 3T1(t24) of the two apical Mn(III) ions. The model takes into account the trigonal

component of the crystal field, spin-orbit interaction in 3T1(t24), and an isotropic exchange

interaction between Mn(III) and Mn(II) ions. The height of the barrier is shown to be sensitive to

the change of the trigonal field stabilizing orbital doublet 3E, which carries the first-order orbital

magnetic contribution and enhances with an increase of the trigonal field. This result is expected

to be useful for the more rational design of new cyano-bridged SMMs with high blocking

temperatures.

1. Introduction
The existence of the phenomenon of single-molecule mag-
netism was first noted in the family of clusters of general
formula [Mn12O12(O2CR)16(H2O)4].1-3 These systems show
very slow relaxation of magnetization and quantum tunneling
effects at low temperatures. One of the most important
characteristics of single molecule magnets (SMM) is the
blocking temperature, which is closely related to the mag-
nitude of the spin reorientation barrier. The blocking tem-
perature for existing magnetic clusters with SMM properties
is still not high enough to be used in applications. In fact,
the highest blocking temperature observed to date is 3 K
(for the Mn12acetatecluster having a barrier of about 60 K).
This corresponds to a relaxation time of about 108 s in
Mn12acetate; a relaxation time acceptable for applications

should be at least 15 years at room temperature.4 Therefore,
the increase of the spin reversal barrier remains the central
problem in the design of SMMs with higher blocking
temperatures.

The magnitude of the barrier is closely related to the global
magnetic anisotropy of the system that can arise from single
ion anisotropy or/and anisotropic exchange interactions. If
the ionic ground states are orbital singlets, both types of
anisotropic interactions are relatively small. This is peculiar
for most of the known SMMs based on oxo-bridged clusters,
in which the orbital angular momenta of the constituent metal
ions are quenched by the local low-symmetry crystal fields.
Under these conditions, a large spinS of the ground state
and the axial global magnetic anisotropy described by the
HamiltonianDSSZ

2 with DS < 0 are the basic ingredients of
SMM behavior. The magnitude of the barrier in the oxo-
bridged clusters can be increased either by increasing the
spin of the ground state or the axial zero field splitting
parameterDS. However, theDSSZ

2 term represents a second-
order correction with respect to the spin-orbit coupling, and
henceDS is usually small. This fact essentially constrains

* Corresponding authors phone: 972-8-647 93 61; e-mail:
tsuker@bgumail.bgu.ac.il (B.T.); e-mail: andrew.palii@uv.es
(A.P); e-mail: dunbar@mail.chem.tamu.edu (K.R.D.).

† Ben-Gurion University of the Negev.
‡ Academy of Sciences of Moldova.
§ Texas A&M University.

668 J. Chem. Theory Comput.2005,1, 668-673

10.1021/ct0500343 CCC: $30.25 © 2005 American Chemical Society
Published on Web 05/04/2005



the possibility to increase the barrier exhibited by oxo-
bridged molecules even if the sizes of the spin clusters are
made much larger.

If the ground terms of the ions are orbitally degenerate,
the unquenched orbital angular momenta give rise to a strong
(first order) anisotropy. The orbitally dependent exchange
in this case has been considered in detail in the series of
articles,5-9 in which the exchange Hamiltonian in the most
general form has been constructed, the idea about strong
exchange anisotropy was developed, and the magnetic
anisotropy has been analyzed. Within this approach the
anisotropic pseudo-spin-1/2 Hamiltonian for the Kramers
doublet ions in the case of strong spin-orbit interaction has
been deduced. The parameters of the anisotropic interaction
in a Mo(III)-CN-Mn(II) pair in the case of strong spin-
orbit interaction have been evaluated in ref 10. The un-
quenched orbital angular momentum also promotes a strong
(first-order) single ion anisotropy. In general, both types of
the anisotropy (single-ion and exchange) contribute to the
global magnetic anisotropy of the system, with the relative
importance of these two contributions being dependent on
the electronic and geometrical structure of the cluster.

As distinguished from the oxo-bridged clusters the highly
symmetric ligand network in the metal-cyanide complexes
can give rise to the unquenched orbital angular momenta of
the constituent metal ions and hence to the strong global
magnetic anisotropy. Such a situation takes place in the
trigonal bipyramidal cyano-bridged cluster [MnIII (CN)6]2-
[MnII(tmphen)2]3 (tmphen) 3,4,7,8-tetramethyl-1,10-phenan-
throline) exhibiting SMM properties.11 Due to a strong cubic
crystal field produced by six carbon ions, the ground term
of each Mn(III) ion is orbitally degenerate being the low
spin-orbital triplet 3T1(t24). Under this condition the MnIII

ions carry a first-order magnetic contribution that is sensitive
to the local crystal fields. This leads to a significant single
ion anisotropy governed by the combined action of spin-
orbit coupling and trigonal component of the crystal field,
which splits the ground orbital triplet of the Mn(III) ion. Such
anisotropy represents a first-order effect with respect to the
named interactions and thus cannot be described by the term
DSSZ

2. Recently we have shown12 that strong single ion
anisotropy of this type is able to create a barrier for the
reversal of magnetization. At the same time the anisotropic
terms in the exchange Hamiltonian have been neglected. In
this way the experimental data on the static magnetic
susceptibility of the Mn5-cyanide cluster have been explained,
and the proposed model has been shown to be in accordance
with the observed SMM properties of the system. The
analysis of the model proposed in ref 12 argues hints at future
prospects for the design of new cyano-bridged SMMs with
higher blocking temperatures. In this paper we show that
the barrier in the family of Mn5-cyanide clusters should be
able to be significantly increased by ligand substitutions that
result in the variation of the trigonal crystal field.

2. Hamiltonian of the Mn 5-Cyanide Cluster
The model for the interpretation of the observed temperature
dependence of the static magnetic susceptibility has been
considered in detail in our paper,12 so here we briefly describe

only the Hamiltonian of the system. The molecular structure
of the Mn5-cyanide cluster is shown in Figure 1. The metal
skeleton represents a trigonal bipyramid containing two
Mn(III) ions (1 and 2) in the apical positions and three Mn-
(II) ions (3, 4, and 5) in the equatorial positions. Each Mn-
(III) ion is in an almost perfect octahedral surrounding of
the carbon atoms (strong cubic crystal field), and the ground
term of this ion possesses a fictitious orbital angular
momentuml ) 1, and spins ) 1 associated with the low
spin cubic term3T1(t24). This state is split into the orbital
singlet3A2 (orbital basisml ) 0) and the orbital doublet3E(ml

) (1) due to slight distortions of the carbon octahedra along
the commonC3 axis of the molecule. On the contrary, the
ground state of each Mn(II) ion coordinated by the nitrogen
atoms (weak cubic crystal field) is the orbital singlet6A1-
(t23e2). The effective Hamiltonian of the system operating
within the ground (3T1)1 X (3T1)2 X (6A1)3 X (6A1)4 x (6A1)5

manifold is as follows:

Here the first two terms describe the intracenter interactions
for the Mn(III) ions including the spin-orbit (SO) coupling
and the trigonal component of the crystal field, withλ, κ,
and∆ being the many-electron SO coupling parameter, the
orbital reduction factor, and the trigonal field parameter,
respectively. The trigonal field parameter∆ is defined in
such a way that3A2 becomes the ground term providing∆
> 0. Finally, the last term in eq 1 describes the isotropic
Heisenberg superexchange between Mn(II) and Mn(III) ions
through the cyanide bridges. The results of paper12 indicate
that, in the Mn5-cyanide cluster, the superexchange is
antiferromagnetic, so we will consider only negative values
of Jex. From now on, for the spin-orbit coupling parameter
and orbital reduction factor we use the valuesλ ≈ -180
cm-1 andκ ≈ 0.8 used in the previous simulations (see ref
12 and references therein).

3. Results and Discussion
The sign of the local magnetic anisotropy is determined by
the sign of the trigonal component of the crystal field.
Providing relatively strong positive trigonal field(∆ > 0)
each Mn(III) behaves as a spins ) 1 ion with the quenched
(to a second order) orbital angular momentum so in this case
the Mn5-cyanide cluster can be considered as a spin-system
containing two spinss1 ) s2 ) 1 and three spinss3 ) s4 )

Figure 1. Molecular structure of {[MnII(tmphen)2]3[MnIII-
(CN)6]2}: 1,2-Mn(III), 3,4,5-Mn(II).

H ) -κλ(s1l1 + s2l2) + ∆(l1Z
2 + l2Z

2 - 4/3) -
2Jex(s1 + s2)(s3 + s4 + s5) (1)
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s5 ) 5/2. Since the exchange interaction is antiferromagnetic,
the spin of the ground state of the whole cluster isS) 11/2,
and the global magnetic anisotropy can be described by the
second-order zero-field splitting HamiltonianD(s1Z

2 + s2Z
2),

whereD is the single ion zero-field splitting parameter. By
considering the combined action of SO coupling and trigonal
crystal field one obtains the following approximate result
for the parameterD (that is valid in the strong trigonal field
limit and accurate withinλ3/∆2) for a Mn(III) ion:12

Providing∆ > 0 the parameterD proves to be positive. Since
the anisotropy of the Mn(II) ions is negligible, the molecular
DS value for the isolated ground multiplet withS) 11/2 (in
which two spins of Mn(III)s1 ) s2 ) 1 are parallel being
antiparallel to three spins of Mn(II)s3 ) s4 ) s5 ) 5/2) is
also positive, thus precluding the formation of the barrier
for the reversal of magnetization in the case of large positive
∆. This conclusion is valid for any positive value of∆.

A qualitatively different situation occurs when the trigonal
crystal field is negative, and the ground state of each Mn-
(III) ion is the trigonal3E term that carries first-order orbital
magnetism. This orbital magnetism was shown to result in
the barrier for the reversal of magnetization.12 A satisfactory
explanation of the observed temperature dependence of the
static magnetic susceptibility of the Mn5-cyanide cluster has
been obtained with the best fit parameters∆ ) -251 cm-1,
Jex ) -3.8 cm-1. The results demonstrate that the trigonal
field plays a crucial role in the formation of the barrier in
the Mn5-cyanide cluster. From this point of view the idea to
control the SMM properties by changing the crystal field
appears attractive. Such a change in the crystal field is
expected to be achieved by substituting ligands on the Mn-
(III) ions to create a mixed-ligand environment in which the
terminal ligands are changed meanwhile the bridging ones
remain the same in the series of new hypothetic compounds.
Provided that such a substitution does not affect the CN-
bridges mediating the superexchange between the Mn(II) and
Mn(III), one can use the fixed value of the exchange
parameterJex ) -3.8 cm-1 as a starting point in the
subsequent consideration. The role of the exchange will be
revealed later.

To clarify the role of the trigonal field in the formation of
the barrier we will first discuss the limit of strong negative
trigonal field (|∆| . κ|λ|, Jex), a case for which the ground
orbital doublet is well separated from the excited orbital
singlet thus preventing spin-orbital and exchange mixing
of the ground (3E)1 X (3E)2 X (6A1)3 X (6A1)3 X (6A1)5

manifold of the system with the excited states. In this limit
the effective SO coupling operator acting within the3E(m1

) (1) term proves to be axial

so the low-lying part of the energy pattern of a single Mn-
(III) ion contains three equidistant levels with the energies
-κ|λ|, 0, andκ|λ| as shown in Figure 2.

This set of levels includes the ground accidentally
degenerate levelA1, A2 possessing the total angular momen-
tum projection of the Mn(III) ionmj ) 0 (ml ) (1, ms )
-1) and two non-Kramers doubletsE with mj ) (1 (ml )
(1, ms ) 0 andmj ) (1, ms ) (1). At low temperatures,
when only the ground non-Kramers doublets of the Mn(III)
ions are populated, one can restrict the exchange problem
by considering only the ground (A1, A2)2 X (A1, A2)2 X (6A1)4

X (6A1)5 manifold of the Mn5-cyanide cluster. Moreover,
sinceκ|λ| . Jex one can take into account only the matrix
elements of the exchange interaction between the states
belonging to the ground manifold thus neglecting the mixing
of these states with the excited ones. This corresponds to
the first order of perturbation theory with respect to the
exchange coupling. A remarkable feature of the ground non-
Kramers doublet of the Mn(III) ion is that this state is
magnetic. In fact, in a magnetic field parallel toC3 axis the
A1, A2 level is split into two Zeeman sublevels with the
energies

This splitting is shown schematically in Figure 2. At the same
time, this level is nonmagnetic in a perpendicular magnetic
field because all matrix elements of the operatorssX, sY and
lX, lY vanish within theA1, A2 level. To describe the exchange
interaction between the Mn(III) ion in the ground non-
Kramers doublet state and the spin-ion Mn(II) (let us say,
ions 1 and 3) one can use the following effective Hamilto-
nian:

Hereτ1Z ) (1/2)σZ (σZ is a Pauli matrix defined in a basis
|(1/2〉), so that eq 4 defines a pseudo-spin-1/2 Hamiltonian.
The two basis states|+1/2〉 and |-1/2〉 correspond to the
two components|ml ) +1, ms ) -1〉 and |ml ) -1, ms )
+1〉 of the ground non-Kramers doublet. Equation 4 shows
that the initial isotropic Heisenberg exchange Hamiltonian
is reduced to the fully anisotropic Ising one that is operative
within the ground manifold.

D ) κ
2λ2

∆
- 2κ

3λ3

∆2

HSO(3E) ) -κλsZlZ (2)

Figure 2. Spin-orbit splitting of the trigonal 3E term and
Zeeman splitting of the ground A1, A2 doublet.

〈ml ) (1, ms ) -1, mj ) 0|â(gesZ - κlZ)HZ|ml )
(1, ms -1, mj ) 0〉 ) -â(ge + κ) HZ (3)

Hex
eff(1,3)) -4Jexτ1Z s3Z (4)
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To find the principal values ofg-tensor for the ground
A1, A2 doublet one must compare the matrix of the Zeeman
operatorâ(-κl + ges)H defined in theml ) (1, ms ) -1,
mj ) 0 basis with the matrix of the effective Zeeman operator
â τ g H in the pseudo-spin-1/2 basis. Using eq 3 we obtain

Then the full effective Hamiltonian of the Mn5-cyanide
cluster is given by

The most suitable choice of the effective basis is the
following: |σ1 σ2 m3s m4s m5s〉, whereσ1, σ2 ) (1/2, and
m3s, m4s, m5s take on the values(1/2, (3/2, (5/2. The
eigenvalues of the exchange part of the Hamiltonian, eq 6,
are the following:

The corresponding eigenvectors are characterized by the total
angular momentum projection defined asMJ ) MS

345,
because the effective|σ〉 states correspond to the true|mj )
0〉 states of the Mn(III) ions and hence the total angular
momentum projection is composed of the spin projection of
three Mn(II) ions. The eight low-lying energy levels calcu-
lated with the use of eq 7 are shown in Figure 3. The main
feature of this energy pattern is that the absolute value of
the total angular momentum projection decreases with the
increase in energy, so these levels form the barrier for the
reversal of magnetization. Each level is 4-fold degenerate
over the signs ofMJ andσ12, additional factors of multiplicity
are related to the spin projectionMS

345 ) m3S + m4S + m5S

that can be achieved at different sets ofm3S + m4S + m5S.
Full multiplicities increase with the decrease ofMJ as
indicated in Figure 3. It is also notable that these levels are
equidistant, and in this aspect the present energy pattern is
drastically different from that described by the zero-field
splitting HamiltonianDSSZ

2. SettingJex ) -3.8 cm-1 one
can roughly estimate the magnitude of the barrier as∆b )
E(|MJ| ) 1/2) - E(|MJ| ) 15/2) ) 106.4 cm-1. This value
is approximately 3.5 times larger than the value∆b ≈ 30

cm-1 calculated in ref 12 with the set of the parameters that
provide the best fit to the static magnetic susceptibility data.
Although the magnitude of the barrier calculated within the
simple model operating with the only non-Kramers doublet
on each Mn(III) ion proves to be overestimated, the results
reported here clearly indicate that the barrier can be
significantly increased by variation of the strength of the
trigonal crystal field.

One comment should be made concerning the possibility
to regard the value∆b as the effective height of the barrier.
Indeed this definition is approximate because it does not take
into account the fact that the degeneracy of the levels rapidly
increases with the decrease of|MJ|. The increase of degree
of degeneracy leads to the population of excited levels at
lower temperatures thus facilitating a more rapid magnetic
moment reorientation. Despite this the value∆b (and
especially the ratio between the∆b values related to different
values of the trigonal field) seems to be useful as a qualitative
measure of the barrier.

Now we turn from the above approximate consideration
to the analysis of the results obtained by means of the
diagonalization of the matrix of the initial Hamiltonian, eq
1 within the full basis set that includes the wave functions:

This basis is defined in such a way that the orbital angular
momentum of each Mn(III) ion is coupled with its spin to
give the total angular momentum of the ion, the total angular
momenta of two Mn(III) ions are coupled to give the total
angular momentumJ12 of the Mn(III) pair, and finallyJ12 is
added to the spinS345 of the Mn(II) triad leading to the total
angular momentumJ of the cluster. The matrix elements are
calculated with the aid of the irreducible tensor operator
technique, and the details are given in ref 12.

Figure 4 demonstrates the low-lying energy levels calcu-
lated with three different values of the parameter∆. The
energies depend on the absolute value of the total angular
momentum projectionMJ ) m1j + m2j + MS

345 that reflects
the axial magnetic symmetry of the system. The level with
|MJ| ) 15/2 is always the ground one, and thenMJ is
decreased (in general, nonmonotonically) with the increase
of the energy and reaches its minimum value|MJ| ) 1/2.
This energy pattern can be associated with the barrier for
the reversal of magnetization. One sees that the increase of
the negative trigonal field from∆ ) -250 cm-1 to ∆ )
-10 000 cm-1 nearly triples the barrier (from 30 cm-1 up
to 87 cm-1). An additional illustration of this fact is provided
by Figure 5, where the effective magnitude of the barrier
defined as∆b ) E(|MJ| ) 1/2) - E(|MJ| ) 15/2) is shown
as a function of the parameter∆.

At ∆ ) 0 (isotropic limit) the energies depend onJ rather
than onMJ, and no barrier appears (∆b ) 0); on the contrary,
at ∆ * 0(∆ < 0) we obtain a barrier that monotonically
increases with the increase of|∆|. This can be realized by
inspecting two low-lying energy levels of the Mn(III) ion
(the levelsA1 and A2 with mj ) 0). In the limit of strong
negative field when these two levels are merged into an
accidentally degenerate level (Figure 2) we are dealing with
the first-order angular momentum contribution to the mag-

Figure 3. Eight low-lying energy levels of the Mn5-cyanide
cluster calculated with the aid of eq 7.

g| ) 2(κ + ge), g⊥ ) 0 (5)

Heff ) -4Jex(τ1Z + τ2Z)(s3Z + s4Z + s5Z) +
â g|(τ1Z + τ2Z)HZ + geâ(s3 + s4 + s5)H (6)

E(σ12, MS
345) ) -4Jex(σ1 + σ2)(m3s + m4s + m5s) )

-4Jexσ12MS
345 (7)

|s1l1(j1)s2l2(j2)(J12) s3s4(S34) s5(S345)JMJ〉 (8)
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netic moment that appears due to the mixing of statesA1

andA2 by the operatorl̂Z(A2). When we pass from this axial
limit toward the more symmetric case (smaller|∆| values),
this level is split into two singlets, and the first-order effect
is transformed into the second-order one thus reducing the
single ion anisotropy and hence the global anisotropy. Note
in this context that the value-10 000 cm-1 for the trigonal
crystal field parameter does not appear to be too high as
compared to the cubic one. In fact, the latter reaches the
value 10Dq ) 30 000 cm-1 in cyanide complexes.

The possibility to significantly increase the barrier by
varying |∆| seems to be a specific feature of cyano-bridged
SMMs containing metal ions with unquenched orbital angular
momenta thus distinguishing such systems from the tradi-
tional oxo-bridged SMMs. The variation of the crystal field
can be achieved by substitution of the terminal ligands in a
controllable way with the aid of cyanide chemistry in order
to increase the barrier for magnetization reversal and the
blocking temperature.

Although the magnitude of the exchange interaction Mn-
(II)-Mn(III) is mainly determined by the cyano bridging
ligands, the variation of the terminal ligands can also be
appreciable. In fact, the substitution of three ligands on the
same magnetic center can change metal-metal distances and
angles in the first coordination sphere and for this reason
influence the exchange interaction through the bridging
ligands. This influence can be especially significant when
the exchange interaction is relatively small. As it follows
from the approximate Hamiltonian, eq 7, the value of the
plateau in the dependence height of the barrier vs trigonal
field is influenced by the exchange interaction. The magni-
tude of the barrier as a function of the exchange coupling is
shown in Figure 6 providing that the trigonal field is fixed
to the value-250 cm-1. One can see that the height of the
barrier enhances with the increase of the antiferromagnetic
exchange and thus the variation of the exchange (along with
the trigonal field) can be also used to increase the barrier,
although the electronic factors controlling the exchange are
less evident.

Finally, a remark regarding the vibronic interaction is to
be made. The adopted model is dealing with the orbitally
degenerate (3T1g) terms of Mn(II) ions for which the vibronic
Jahn-Teller (JT) interaction could be active. Accordingly
to the JT theorem13 the vibronic interaction with the
nonsymmetric (JT) vibrations stabilizes the nuclear config-
uration corresponding to the ground orbital singlet. As it
follows from the previous arguments the magnetic anisotropy
in this case would be positive precluding thus the formation
of the barrier. On the contrary, the orbital doublet ground
state that gives the negative magnetic anisotropy cannot be
achieved through the JT distortion in the adiabatic limit that
justifies the employed static crystal field model. To develop
and to justify a more general model that would take into

Figure 4. Low-lying energy levels calculated with Jex ) -3.8
cm-1 and three different values of ∆.

Figure 5. Magnitude of the barrier vs trigonal crystal field.

Figure 6. Magnitude of the barrier vs exchange parameter
calculated with ∆ ) -250 cm-1.
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account both static crystal field and pseudo JT vibronic
interaction one needs more experimental data (temperature
variable single crystal EPR and magnetic data) that are
presently unavailable.
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Abstract: The 1H and 13C nuclear magnetic resonance (NMR) spectra of the retinyl chromophore

in rhodopsin are investigated by using quantum mechanics/molecular mechanics (QM/MM) hybrid

methods at the density functional theory (DFT) B3LYP/6-31G*:Amber level of theory, in

conjunction with the gauge independent atomic orbital (GIAO) method for the ab initio self-

consistent-field (SCF) calculation of NMR chemical shifts. The study provides a first-principle

interpretation of solid-state NMR experiments based on recently developed QM/MM computa-

tional models of rhodopsin and bathorhodopsin [Gascón, J. A.; Batista, V. S. Biophys. J. 2004,

87, 2931-2941]. The reported results are particularly relevant to the development and validation

of atomistic models of prototypical G-protein-coupled receptors which regulate signal transduction

across plasma membranes.

1. Introduction
G-protein-coupled membrane receptors (GPCRs) are mac-
romolecules of great biological interest,1-5 since they regulate
signal transduction from the extracellular environment to the
interior of every cell. The membrane glycoprotein rhodopsin
is a prototypical GPCR present in rod cells of the retina.4,6

Rhodopsin is particularly important in studies of GPCRs
since it is the only member of the GPCR family whose crystal
structure has been resolved at high-resolution. This paper
investigates the1H NMR and13C NMR spectra of rhodopsin
by using quantum mechanical/ molecular mechanics hybrid
methods,7-13 in conjunction with the gauge independent
atomic orbital (GIAO) approach.14,15 The study builds upon
structural models recently developed in an effort to advance
our understanding of the ligand binding site in a prototypical
GPCR.16

Rhodopsin consists of 348-aa residues forming a bundle
of seven transmembraneR-helices surrounding the 11-cis
retinyl prosthetic group, a chromophore that is bound to Lys-
296 via a protonated Schiff base (pSB) linkage,17 stabilized
by electrostatic interactions with the negatively charged
Glu-113 counterion. Rhodopsin is responsible for triggering
a signal transduction mechanism, through 11-cis/all-trans-

isomerization of the retinyl ligand (see Figure 1), upon light
absorption during the primary photochemical event.17-20 The
reaction produces bathorhodopsin in the ground electronic
state,21,22 with a high quantum yield within 200 fs, making
it one of the fastest and most efficient photoreactions in
nature.1-3 The formation of the product bathorhodopsin is
endothermic and stores approximately 50% of the photon
energy.20,23-25 The energy storage is required to promote
thermal reactions in the protein bleaching sequence and in
the subsequent transducin cycle. The underlying molec-
ular rearrangements responsible for energy storage have
been recently analyzed in terms of rigorous DFT QM/MM
(molecular orbitals: molecular mechanics) (QM/MM-
(MO:MM)) hybrid methods as applied to the refinement of
high-resolution X-ray structures of bovine rhodopsin.16

There are currently four high-resolution structures of
rhodopsin in the literature. The original 2.8 Å structure (PDB
identifier 1F88)26 is the first high-resolution structure of a
GPCR revealing all the major features of the protein
previously obtained from a variety of experimental data,
including cryomicroscopy.27 A refined model (PDB identifier
1HZX)28 adds some amino acid residues not identified from
the original work. A more recent structure (PDB identifier
1L9h) improves the resolution to 2.6 Å and resolves essential
structural components of the chromophore binding site,* Corresponding author e-mail: victor.batista@yale.edu.
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including two bound-water molecules next to the retinyl
chromophore.29 Finally, the most recent structure (PDB
identifier 1U19) completely resolves the polypeptide chain
at 2.2 Å resolution and provides further conformational
details of the retinyl chromophore.30 However, even with
these breakthroughs in X-ray spectroscopy, the crystal-
lographic resolution obtained so far remains insufficient to
unequivocally define the parts functionally important to the
chromophore binding site.30 The reason for this seems to be
that the refinement software for X-ray structures does not
include parameters for chemically unusual structures such
as the twisted extendedπ-system of the retinyl chromophore
or the carboxylate group of Glu-113 interacting with the
delocalized charge in the chromophore.

In the absence of an unequivocal X-ray definition of the
chromophore-binding site, the elucidation of the orientation
and conformation of the pSB retinyl chromophore in rhodop-
sin continues to be the subject of much spectroscopic analy-
sis, including rather heroic efforts in NMR spectros-
copy21,31-44 as well as FTIR45-47 and resonance Raman spec-
troscopic studies.48-51 While the experimental data reported
in these studies have been reproduced and are considered
unambiguous, the theoretical interpretation of the data does
not yet lead to a fully consistent molecular picture in terms
of the spatial, electronic, and vibrational structure of the
system.52

The problem to be solved involves a challenging chro-
mophore with a polarizableπ-system embedded in a classical
protein environment, an ideal system for applications of
quantum mechanical/molecular mechanics (QM/MM) hybrid
methods. QM/MM hybrid methods,7-12 originally due to
Warshel,53 presently offer the most rigorous available
methodologies to develop atomistic models from high-
resolution X-ray structures and to investigate the electronic,
vibrational, and nuclear magnetic resonance (NMR) proper-
ties of challenging chromophore prosthetic groups embedded
in biological molecules.54 This paper is focused on the
application of DFT QM/MM hybrid methods, in an effort
to provide rigorous interpretations of NMR experiments and
fundamental insight on how the structure of the ligand-
binding pocket determines the spectroscopic properties and
functionality of the chromophore.

Many theoretical studies on rhodopsin were performed
long before the high-resolution crystallographic X-ray
structures were available.25,55-72 The early studies by Warshel
and co-workers56-58 were focused on the analysis of the
photoisomerization process in terms of the semiempirical
QCFF/PI method for the description of the chromophore and
a description of the protein environment based on a surface
of closed-packed spheres with adjustable parameters. The

QCFF/PI surfaces have been recalibrated71 on the basis of
ab initio studies of the isolated chromophore66,67and applied
to studies of bacteriorhodopsin.71 Further, the MNDO/AM1
and INDO-PSDCI procedures have been implemented by
Birge and co-workers59,61,64to describe the photoisomeriza-
tion dynamics in terms of a one-dimensional potential model
with an arbitrary rate constant for the dissipation of internal
energy. However, rigorous molecular models and simulations
of NMR spectroscopy were not possible since the protein
structure was not known.

The availability of high-resolution X-ray structures, com-
bined with advances in the development of QM/MM hybrid
methods,7-12 offers a great opportunity to develop rigorous
atomistic models. High-resolution X-ray structures have
already motivated theoretical work focused on the analysis
of the geometry and electronic excitation of the retinyl
chromophore. The reported studies include calculations based
on classical molecular dynamics simulations,73-75 ab initio
restricted Hartree-Fock (RHF) calculations of reduced-
model systems,76,52 and QM/MM computations.16,30,77-80

The 1H and 13C NMR spectra reported in this paper are
based on the atomistic computational models of rhodopsin
and bathorhodopsin developed in previous work,16 in an
effort to provide an explicit and rigorous description of the
influence of the opsin environment on the1H and13C NMR
chemical shifts of the retinyl chromophore. The models are
able to predict the energy storage and electronic excitation
energies for the dark and product states in very good
agreement with experimental data.16 However, there is the
nontrivial question as to whether simulations of NMR
spectroscopy, based on these computational models, are able
to reproduce experimental data. This paper shows the
affirmative, that such models predict NMR chemical shifts
in very good agreement with solid-state NMR spectra of the
retinyl chromophore in rhodopsin and bathorhodopsin. In
addition to the obvious advance associated with validating
prototypical GPCR models, these calculations show that
QM/MM geometry optimization of high-resolution structural
data provides a rigorous technique to overcome the limita-
tions of traditional refinement methods and a general
approach for simulating the spectroscopy of prosthetic groups
embedded in biological molecules.

The paper is organized according to the following sections.
Section 2 outlines the preparation of computational models
of the 11-cis-retinyl chromophore in rhodopsin and in
chloroform solution. Section 3 outlines the computational
approach, including a description of the implementation of
the ONIOM electronic-embedding hybrid method for com-
putations of1H and13C NMR chemical shifts according to
the GIAO acpproach. Section 4 presents the computational
results organized in five subsections: Section 4.1 reports the
computed1H NMR chemical shifts of rhodopsin and the
comparison to solid-state NMR data. Section 4.1 also reports
the computed1H NMR chemical shifts of the pSB 11-cis-
retinyl chromophore in chloroform solution and the com-
parison to the corresponding experimental data. Section 4.2
discusses the conformation of the retinyl chromophore, with
emphasis on the 6s-cis and 6s-trans configurations about the
C6-C7 single bond. Section 4.3 reports13C NMR chemical

Figure 1. Photoisomerization of the retinyl chromophore in
rhodopsin.
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shifts of the 11-cis-retinyl chromophore in rhodopsin and in
chloroform solution as well as the corresponding comparisons
to experimental data. Section 4.4 compares the computed
13C NMR chemical shifts of theall-trans-retinyl chro-
mophore in bathorhodopsin with available solid-state NMR
data. Finally, section 4.5 compares the rhodopsin computa-
tional model investigated in this paper to other structures of
bovine visual rhodopsin available in the literature. Section
5 summarizes the computational findings and concludes.

2. Computational Models
Rhodopsin. A detailed description of the computational
models and methods implemented in the present QM/MM
study can be found in our recent work.16 Here, we briefly
summarize the underlying methodology as follows. The
rhodopsin models are based on the refinement of the crystal
structure of bovine rhodopsin (Protein Data Bank (PDB)
accession code 1F88, monomer A), solved at 2.8 Å resolu-
tion.26 Starting from the 1F88 PDB crystal structures,
hydrogen atoms are added by using the molecular modeling
program TINKER.81 The protonation of all titratable
groups is standard. The rhodopsin cavity is set neutral,
consistently with FTIR experiments.45 The pSB linkage
between Lys-296 and the chromophore bears a net positive
charge NH(+) that forms a salt-bridge with the Glu-113
negative counterion.82,83 Amino acid residues Glu-122,
Asp-83, and Glu-181, all within the protein core, are assumed
to be neutral, as indicated by FTIR experiments45 and
UV-vis spectroscopic measurements of site-directed mu-
tants.84 Finally, the regular ends of the protein and the arti-
ficial ends due to the missing or incomplete amino acids
from the X-ray structures in the third cytoplasmic loop
(236-239) and in the C-terminal tail (328-348) are capped
with NH3

+ and CO2
-. The complete model system in the

present calculations contains 5170 atoms with a total charge
of +4e.

Model systems based on the crystal structure with PDB
accession code 1L9H, monomer A, solved at 2.6 Å resolu-
tion29 have also been prepared. A crucial difference between
the 1F88 and 1L9H crystal structures is the presence of two
water molecules next to the retinyl chromophore in the 1L9H
structure not observed at the lower resolution. These two
water molecules are included in the computational model
investigated in this paper, since they are important to the
stabilization of the chromophore inside the protein cavity.
Specifically, according to the computational models im-
plemented in this paper, these two water molecules par-
ticipate in an extended hydrogen-bonding network (see
Figure 2), that involves both water molecules and polar
residues Glu-181, Cys-187, Ser-186, and Glu-113.16 This
structural feature associated with the extracellular loop II
(EII), folded next to the chromophore, is consistent with a
recently proposed counterion switch mechanism associated
with a subsequent step in the rhodopsin photobleaching
sequence.85,86

The geometry of the resulting protein model is relaxed at
the ONIOM-EE (B3LYP/6-31G*:Amber) level of theory by
using Gaussian G03,87 including the retinyl chromophore,
bound water molecules, and all residues within a 20 Å radius

from the chromophore. The remaining environment is subject
to harmonic constraints in order to preserve the overall shape
of the protein.

The construction of the activated state is based on the
assumption that the isomerization dynamics of the retinyl
chromophore is much faster than protein relaxation. This
assumption is consistent with the experimental 200 fs reaction
time21,22as well as with the observation that the isomerization
coordinate is mainly coupled to the vibrational modes of the
retinyl chromophore.50 It is also assumed that the molecular
structure of theall-trans-retinyl chromophore in the ground-
electronic state, produced by the underlying curve-crossing
dynamics after photoexcitation of the system,relaxes to the
same minimumenergy configuration as when the chro-
mophore is isomerized along the ground-state minimum
energy path (MEP) subject to the constraint of fixed protein
environment.16 These assumptions are consistent with the
recent observation of thermal activation of visual pigments,88

indicating that activation by light and by heat may in fact
follow the same molecular route.

The reactant and product minimum energy configurations
are subsequently used for generating an ensemble of
thermally accessible configurations according to importance
sampling Monte Carlo, with umbrella sampling functions
defined in terms of the DFT QM/MM minimum energy
configurations. An ensemble of 1000 thermal configurations
are generated at 300 K from a Markov chain of 900 000
configurations generated by importance sampling Monte
Carlo, using Boltzmann sampling functions defined by the
classical energy (e.g., the standard Amber-MM force field
with additional soft-harmonic constraints relative to the
QM/MM equilibrium geometries). The statistical factors
(weights) of the subset of 1000 importance sampled con-
figurations are subsequently reweighted by performing single
point calculations at the ONIOM-EE(B3LYP/6-31G*:
Amber) level and computing the corresponding Boltzmann
factors defined by the difference of ONIOM-EE (B3LYP/
6-31G*:Amber) and classical energies. The equilibrium
geometry as well as the thermal fluctuations for the 11-cis
conformation at 300 K compare very favorably to recently
reported results of Molecular Dynamics (MD) simulations
at the QM/MM(SCC-DFTB:CHARMM) level of theory,

Figure 2. QM/MM optimized structure of the rhodopsin
binding site, including the retinyl chromophore, the residues
referenced in the text and the hydrogen bond network
extending from E181 to E113.
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where in agreement with our work, all simulated annealing
minimizations converged to the same minimum energy
structure.30 Considering the usual symmetry of magnetic
shielding matrix elements, relative to fluctuations around
equilibrium configurations, it is therefore natural to expect
that such a minimum energy configuration provides the
dominant contribution to thermal ensemble averages.

pSB Model. To compare changes in the NMR spectros-
copy of the retinyl chromophore inside the protein, relative
to the corresponding spectrum of the chromophore in
solution,31 computational models of the 11-cis-retinyl pro-
pylinium-chloride complex in chloroform solution are
constructed by geometry optimization at the DFT B3LYP/
6-31G* level of theory of the complex embedded in a
polarizable continuum model (PCM) solvent (εsol ) 4.9).
Figure 3 shows the optimized configuration of the complex,
where the chloride ion is located in the CdNH+plane at
2.09 Å from the proton of the Schiff-base linkage.

3. Methods
The QM/MM(MO:MM) calculations reported in this paper
are based on the ONIOM two-layer hydrogen link-atom
scheme.7-13 The full system of 5170 atoms is partitioned
into two layers by imposing a frontier, between the QM and
MM layers, at the Cδ-Cε bond of the Lys-296 side chain
(i.e., two bonds beyond the C-NH(+) linkage). The quantum
mechanical (QM) layer includes 48 atoms of the retinyl
chromophore, five atoms of Lys-296 (NH+, CH2), and a link
hydrogen atom that saturates the extra valence of the terminal
-C-H2 at the boundary. While a QM layer that includes
only the retinyl chromophore is sufficient to describe the
optimum geometry of the system as well as conformational
changes due to 11-cis/all-trans isomerization, the analysis
of numerical convergence with respect to the size of the QM
layer indicates that precise calculations of1H and13C NMR
chemical shifts require a more extended QM layer. Thus
single point calculations of chemical shifts explicitly consider
extended QM layers including amino acid residues with
significant steric interactions with the chromophore as well
as nearby residues with aromatic functional groups, including
Trp-265, Tyr-268, Ser-186, Cys-187, and Gly-188. Inclusion
of these extra residues results in a QM layer with 80
additional atoms, including the six link-hydrogen atoms
placed at the C-N bonds connecting these five residues with
their neighbors. The remainder of the protein defines the MM
layer.

The total energy of the systemE is obtained according to
the ONIOM electronic-embedding(ONIOM-EE) approach

whereEMM,full is the energy of the full system computed at
the MM level of theory,EQM,red is the energy of the reduced
system computed at the QM level of theory, andEMM,red is
the energy of the reduced system computed at the MM level
of theory. Electrostatic interactions between the two layers
are included in the calculation of bothEQM,red andEMM,red at
the QM and MM levels, respectively. Therefore, the elec-
trostatic interactions included at the MM level in both terms
EMM,red and EMM,full cancel. The resulting QM description
includes polarization of the reduced system as induced by
the surrounding protein environment.

All calculations reported in this paper involve a description
of the MM layer modeled by the standard Amber force
field.89 Shielding constants (i.e., chemical shifts) are obtained
according to the GIAO method at the DFT ONIOM-EE
(B3LYP/6-31G*:Amber) level of theory. The ability of the
B3LYP hybrid density functional to reproduce experimental
NMR shielding constants with similar basis sets is well
documented.90 Details concerning the calculation of shielding
constants are not discussed in this paper since they have
already been extensively reviewed in the literature.91 How-
ever, it is important to mention that in order to facilitate the
comparison between theoretical and experimental values of
shielding constants, often reported relative to various dif-
ferent internal or external references, ab initio chemical
shifts are reported relative to the reference value that
minimizes the overall root-mean-squared deviation between
the ab initio and experimental NMR spectra. All chemical
shifts are expressed as usual in parts per million (ppm).
Therefore, a chemical shift atδ ppm indicates that the
nucleus responsible for the signal is magnetically unshielded
relative to the reference and requires a magnetic fieldδ
millionths less than the field needed by the reference to
produce resonance.

4. Results and Discussion
4.1. Rhodopsin1H NMR. Figure 4 and Table 1 (columns 2
and 3) compare the calculated1H NMR chemical shifts of
the 11-cis-retinyl chromophore in rhodopsin and the chem-
ical shifts of the 11-cis- retinyl propylinium-chloride
complex in chloroform solution to the corresponding val-
ues of experimental data. The agreement between ab initio
and experimental values indicates that the computational
models are able to reproduce the1H NMR spectroscopy of
the chromophore in both the rhodopsin and solution en-
vironments, including the significant differences in chem-
ical shifts between the more unshielded H atoms attached
to sp2 carbon atoms in the C7-C15 segment (σP ) 6-7
ppm range) and the more protected sp3 carbon atoms (σC )
0.3-2 ppm range) in the methyl substituent groups and the
â-ionone ring.

Figure 5 and Table 1 (column 4) present the theoretical
and experimental values ofchangesin the chromophore1H
NMR chemical shifts,∆σH ) σH

rhod - σH
sol, due to the

influence of the rhodopsin environment (i.e., the opsin effects

Figure 3. Optimized structure of the 11-cis-retinyl propylinium
chloride complex embedded in a PCM solvent with ε ) 4.9
(chloroform).

E ) EMM,full + EQM,red - EMM,red (1)
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on 1H NMR chemical shifts). In semiquantitative agreement
with the experimental data, the ab initio calculations pre-
dict that the most significant influence of the protein
environment is to unshield H atoms in the C11-C14
segment, while nearby residues partially shield protons in
the â-ionone ring, including H-4 and H-18. The theoretical
predictions, however, underestimate changes in chemical
shifts of H-15 and H-20 probably due to the oversimplified
description provided by the reaction field of the PCM
dielectric solvent, as indicated by the numerical deviations
in Table 1 (column 3).

4.2. C6-C7 Bond Conformation. The configuration
about the C6-C7 single bond of the 11-cis retinyl chro-
mophore defines the orientation of theâ-ionone ring rela-
tive to the polyene chain and has been the subject of debate
in the literature.32,40,42,72,92In particular, NMR studies by
Watts and co-workers40 as well as theoretical work by
Birge and co-workers72 concluded that the chromophore
geometry is 6s-trans at the C6-C7 bond, in contrast to the
6s-cis conformation assumed by earlier NMR and optical
studies.32,42,93-96 It is therefore of interest to analyze this

controversial aspect by simulating the1H NMR spectra for
the retinyl chromophore in rhodopsin for both the 6s-cis and
6s-trans conformations and comparing these theoretical
predictions to the1H NMR experimental spectrum.

To perform these calculations, a computational model of
the 6s-trans isomer was constructed by geometry relaxation
of the system after rotation of theâ-ionone ring around the
C6-C7 bond. The resulting 6s-trans structure, obtained at
the ONIOM electronic-embedding (B3LYP/6-31G*:Amber)
level of theory, was found to be as stable as the 6s-cis isomer
for most thermally accessible configurations and about 8 kcal/
mol less stable than the 6s-cis structure when comparing
minimum energy geometries. In addition, the1H NMR
spectrum of the 6s-trans isomer compares much less favor-

Figure 4. Comparison of 1H NMR chemical shifts (in ppm)
of the 11-cis-retinyl chromophore in rhodopsin σH

rhod (upper
panel) and 11-cis-retinyl propylinium chloride complex in
chloroform σH

sol (lower panel). H atoms are labeled as
indicated in Figure 3.

Table 1: Comparison of 1H NMR Chemical Shifts (in
ppm) of the 11-cis-Retinyl Chromophore in Rhodopsin
σH

rhod, the 11-cis-Retinyl Propylinium-Chloride Complex in
Chloroform Solution σH

sol, and Opsin Effects on 1H NMR
Chemical Shifts as Defined by ∆σH ) σH

rhod - σH
sol

a

position σH
rhod σH

sol ∆σH

H-2 1.18 (1.0)b 1.61 (1.49)c -0.43 (-0.49)
H-3 1.00 (1.6)b 1.64 (1.63)c -0.64 (-0.03)
H-4 0.97 (1.0)b 2.20 (2.06)c -1.23 (-1.06)
H-7 6.81 (6.4)b 6.86 (6.55)d -0.05 (-0.15)
H-8 6.11 (6.2)b 6.09 (6.36)d 0.02 (-0.16)
H-10 6.19 (6.4)b 6.44 (6.98)d -0.25 (-0.58)
H-11 7.62 (7.2)b 6.99 (7.12)d 0.63 (0.08)
H-12 7.26 (7.2)b 6.13 (6.31)d 0.13 (0.89)
H-14 6.85 (7.0)b 6.54 (6.71)d 0.31 (0.29)
H-15 7.35 (8.1)b 7.55 (9.19)d -0.20 (-1.09)
H-16 0.89 (0.8)b 1.18 (1.05)d -0.29 (-0.25)
H-17 0.84 (0.6)b 1.05 (1.05)d -0.21 (-0.45)
H-18 0.28 (0.5)b 1.76 (1.73)d -1.48 (-1.23)
H-19 2.05 (2.2)b 1.94 (2.14)d 0.11 (0.06)
H-20 1.98 (1.7)b 2.14 (2.57)d -0.16 (-0.87)

a Experimental values are reported between parentheses. H atoms
are labeled as indicated in Figure 3. b Data from ref 42. c Data from
ref 99. d Data from ref 31.

Figure 5. Comparison of theoretical and experimental values
of changes in the 1H NMR chemical shifts of the 11-cis-retinyl
chromophore (in ppm), ∆σH ) σH

rhod - σH
sol, due to the

influence of the rhodopsin environment (i.e., the opsin effects
on 1H NMR chemical shifts as described in the text).
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ably to experiments than the spectrum of the 6s-cis isomer,
as shown in Figures 6 and 5. Figure 6 compares the opsin
effects on the1H NMR chemical shifts of the 6s-trans
chromophore (∆σH ) σH

rhod - σH
sol) to experimental data,

indicating that the 6s-trans isomer compares less favorably
to experiments than the 6s-cis isomer analyzed in Figure 5.

The comparison of theoretical and experimental1H NMR
chemical shifts presented in Figures 6 and 5, in conjunction
with the analysis of relative stabilities, indicates that the
orientation of theâ-ionone ring relative to the polyene chain
is consistent with the 6s-cis configuration of the retinyl
chromophore at the C6-C7 single bond. The QM/MM
computational models reported in this paper thus support the
6s-cis form, with substantial negative (-44°) twist of the
C6-C7 bond in the minimum energy configuration.16 These
computational results are partially consistent with recent
NMR studies42,92 and with the analysis of the recently
resolved X-ray structure at 2.2 Å resolution.30

4.3. Rhodopsin13C NMR. Figure 7 and Table 2 (columns
2 and 3) compare theoretical and experimental values of13C
NMR chemical shifts of the 11-cis-retinyl chromophore in
rhodopsin as well as the corresponding chemical shifts of
the 11-cis-retinyl propylinium-chloride complex in chloro-
form solution. The agreement, shown in Figure 7, indicates
that the computational models are able to reproduce the13C
NMR spectroscopy of the chromophore in both rhodopsin
and solution environments, including the description of
significant differences in chemical shifts between the un-
shielded carbon atoms with sp2 hybridization in the
C7-C15 segment (σC ) 115-160 ppm range) and the more
protected sp3 carbon atoms (σC ) 20-40 ppm range).

A common feature of the13C NMR spectra of the pSB in
rhodopsin (Figure 7, upper panel) and in solution (Figure 7,
lower panel) is the zigzag alternation of chemical shifts in
the C9-C15 segment of the polyene chain, where the
displacement maxima at C15, C13, C11, and C9 are
alternated with the minima at C14, C12, and C10. Such an
alternation pattern is partially correlated with a corresponding

alternation of the atomic charges of carbon atoms with sp2

hybridization along the polyene chain (see solid circles in
Figure 7).

Figure 8 and Table 2 (column 4) compare theoretical and
experimental values ofchangesin the chromophore13C
NMR chemical shifts,∆σC ) σC

rhod - σC
sol, due to the

influence of the rhodopsin environment (i.e., the opsin effects
on 13C NMR chemical shifts). Considering that the reported
experimental errors of13C NMR chemical shifts can be as
large as(1 ppm,32,42 and larger when comparing different
studies, the overall semiquantitative agreement with experi-
mental data is quite satisfactory. The theoretical predictions,
however, seem to underestimate changes in chemical shifts
of C17 and C20. This is due to an overestimation of the
chemical shifts of the corresponding methyl substituent
groups in rhodopsin, as indicated by the numerical deviations
in Table 2 (column 2). In agreement with experimental data,
these results predict that the protein environment unshields
all C atoms but C5 in the retinyl chromophore polyene chain.

The upfield ofσC at C5 has been assigned to the interaction
between C5 and the carboxylic group of Glu-122.42 The
calculations reported in this paper, however, indicate that
the electrostatic influence of Glu-122 is negligible when such

Figure 6. Changes in the 1H NMR chemical shifts of the
6s-trans-retinyl chromophore, ∆σH ) σH

rhod - σH
sol, due to the

influence of the rhodopsin environment. Theoretical values
are compared to experimental data.

Figure 7. Comparison of 13C NMR chemical shifts (in ppm)
of the 11-cis-retinyl chromophore in rhodopsin σC

rhod (upper
panel) and the 11-cis-retinyl propylinium-chloride complex
in chloroform σC

sol (lower panel). ESP atomic charges of
carbon atoms with sp2 hybridization are reported in solid
circles.
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a residue is protonated as suggested by FTIR experiments.45

Instead, Table 3 shows that the most important upfield effect
on C5 is due to Trp-265, with an upfield of-2.0 ppm. This
effect, however, is almost completely canceled by the 1.8
ppm downfield due to Asp-190. It is, therefore, concluded
that the net upfield ofσC at C5 is not determined by the
nearby residue with the largest upfield contribution but rather
by the overall polarization of theπ-system, predominantly
modulated by the counterion Glu-113. Further, it is predicted

that mutations of either Trp-265 or Asp-190 are expected to
produce a significant effect on the13C NMR spectrum at
the C5 position.

For completeness, Table 3 presents the quantitative
analysis of the electrostatic influence of nearby amino acid
residues on the13C NMR chemical shifts of the retinyl
chromophore. Individual contributions are estimated as the
difference in chemical shifts after and before zeroing the
atomic charges of specific residues. For clarity, only the
residues with the largest upfield and downfield effects are
listed. Table 3 thus identifies the specific residues responsible
for producing the most significant influence, indicating that
nearby residues can cause∆σC values as large as(3 ppm
for carbon atoms in the conjugateπ-system (i.e., carbon
atoms with sp2 hybridization). In contrast, chemical shifts
of carbon atoms with sp3 hybridization (e.g., carbon atoms
in methyl substituent groups) are found to be significantly
less sensitive to the electrostatic influence of nearby polar
residues (e.g.,|∆σC| < 1 ppm).

4.4. Bathorhodopsin13C NMR. Figure 9 (upper panel)
and Table 4 (second column) compare the calculated13C
NMR chemical shifts of theall-trans-retinyl chromophore
in bathorhodopsin to readily available experimental data,
including13C NMR chemical shifts for C8, C10, C11, C12,
C13, C14, and C15.33 In addition, Table 4 (third column)
and Figure 9 (lower panel) present theoretical and experi-
mental values ofchangesin the chromophore13C NMR
chemical shifts,∆σC ) σC

batho - σC
rhod, due to the 11-cis/

all-trans isomerization. The comparison presented in Figure
9 shows good qualitative agreement between theoretical and
existing experimental data, supporting the underlying mo-
lecular rearrangements due to the primary photochemical
event reported in previous work.16

Table 2: Comparison of 13C NMR Chemical Shifts (in
ppm) of the 11-cis-Retinyl Chromophore in Rhodopsin
σC

rhod, the 11-cis-Retinyl Propylinium-Chloride Complex in
Chloroform Solution σC

sol, and Opsin Effects on 13C NMR
Chemical Shifts as Defined by ∆σC ) σC

rhod - σC
sol

a

position σC
rhod σC

sol ∆σC

C1 39.06 (34.0)b 37.97 (34.1)b 1.09 (-0.1)
C2 40.08 (40.3)b 39.03 (38.9)b 1.05 (1.4)
C3 23.45 (20.3)b 21.23 (18.8)b 2.22 (1.5)
C4 35.52 (34.0)b 35.13 (33.0)b 0.39 (1.0)
C5 133.43 (130.3)c 136.66 (131.7)d -3.23 (-1.4)
C6 138.77 (137.7)c 135.69 (137.2)d 3.08 (0.5)
C7 134.21 (132.3)c 132.89 (132.3)d 1.32 (0.0)
C8 133.78 (139.2)c 133.27 (137.2)d 0.51 (2.0)
C9 149.09 (148.5)c 146.20 (146.6)d 2.89 (1.9)
C10 126.11 (127.8)c 122.94 (126.4)d 3.17 (1.4)
C11 138.55 (141.6)c 134.61 (137.5)d 3.94 (4.1)
C12 124.89 (132.1)c 123.70 (129.0)d 1.19 (3.1)
C13 162.18 (168.9)c 158.28 (162.7)d 3.90 (6.2)
C14 115.60 (121.2)c 115.04 (121.3)d 0.56 (-0.1)
C15 153.49 (165.4)c 150.31 (163.9)d 3.18 (1.5)
C16 30.60 (30.6)b 29.47 (28.9)b 1.13 (1.7)
C17 29.96 (26.1)b 29.91 (28.9)b 0.05 (-2.8)
C18 23.28 (21.7)b 23.54 (22.1)b -0.26 (-0.4)
C19 14.73 (14.4)b 12.81 (12.6)b 1.92 (1.8)
C20 18.42 (16.3)b 17.88 (18.8)b 0.54 (-2.5)
a Experimental values are reported between parentheses. b Data

from ref 42. c Data from ref 32. d Data from ref 31.

Figure 8. Comparison of theoretical and experimental values
of changes in the 13C NMR chemical shifts of the 11-cis-retinyl
chromophore (in ppm), ∆σH ) σC

rhod - σC
sol, due to the

influence of the rhodopsin environment (i.e., the opsin effects
on 13C NMR chemical shifts).

Table 3: List of Residues with Significant Contribution on
the Opsin Shift, ∆σCa

upfield downfield

position residue ∆σC (ppm) residue ∆σC (ppm)

C1 Glu-122 -0.2 His-211 0.1
C2 Asp-190 -0.1 Phe-212 0.6
C3 Tyr-268 -0.2 Glu-122 0.2
C4 Leu-125 -0.2 Glu-122 0.3
C5 Trp-265 -2.0 Asp-190 1.8
C6 Glu-201 -1.0 Trp-265 0.9
C7 Tyr-191 -1.6 Cys-187 1.7
C8 Asp-190 -0.3 Trp-265 0.5
C9 Thr-118 -2.3 Cys-187 2.2
C10 Tyr-268 -1.2 Tyr-191 1.2
C11 Thr-118 -1.8 Gly-188 2.2
C12 Cys-187 -2.2 Ala-117 1.7
C13 Wat2a -2.7 Tyr-191 0.6
C14 Cys-187 -3.0 Wat2a 3.0
C15 Ala-292 -1.6 Glu-181 0.5
C16 His-211 -0.1 Met-207 0.5
C17 Tyr-268 -0.4 Tyr-191 0.3
C18 Thr-118 -0.2 Gly-121 1.3
C19 Thr-118 -0.9 Glu-122 0.1
C20 Wat2a -0.5 Tyr-268 0.3
a This table quantifies the effect on the 13C NMR chemical shifts

as described in the text.
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The favorable comparison of theoretical and experimental
values of changes in13C NMR chemical shifts, due to the
cis/trans isomerization, is consistent with the agreement
between theoretical and experimental values of other ob-
servables determined by the molecular rearrangements,
including the endothermicity of the cis/trans isomeriza-
tion as compared to calorimetry measurements and theS0

f S1 electronic excitation energies for the dark and product
states as compared to readily available spectroscopic data.
It is therefore concluded that theφ(C11-C12) dihedral
angle changes from-11° in the 11-cis isomer to-161° in
the all-trans product during the primary event, as pre-
dicted in previous work,16 where the preferential sense of
rotation along negative angles is determined by steric
interactions between Ala-117 and the polyene chain at the
C13 position. The isomerization also induces torsion of the
polyene chain due to other steric constraints in the binding
pocket and stretching of the salt-bridge between the pro-
tonated Schiff-base and the Glu-113 counterion. The salt-
bridge stretching is stabilized by the formation of a hydrogen
bond between the protonated Schiff-base and Wat2b,16

involving reorientation of the polarized NH+ and CH bonds

localizing part of the net positive charge at the Schiff-base
linkage.

4.5. Comparative Structural Analysis. After the com-
putational studies reported in the previous sections were
completed, the latest refinement of the rhodopsin crystal
structure was published at 2.2 Å resolution,30 together with
a QM/MM structural analysis based on the self-consistent
charge density functional tight binding (SCC-DFTB) method97

and the CHARMM force field.98 Therefore, it is of interest
to compare the structural properties of the rhodopsin
computational model analyzed in this paper to the more
recently published molecular structures.

Figure 10 and Table 5 compare the chromophore bond
lengths in readily available X-ray structures and QM/MM

Figure 9. Comparison of 13C NMR chemical shifts (in ppm)
of the all-trans-retinyl chromophore in bathorhodopsin σC

rhod

(upper panel) and the difference between 13C NMR chemical
shifts in bathorhodopsin and rhodopsin (lower panel).

Table 4: Comparison of 13C NMR Chemical Shifts (in
ppm) of the all-trans-Retinyl Chromophore in
Bathorhodopsin σC

batho and Changes in the Chromophore
13C NMR Chemical Shifts, ∆σC ) σC

batho - σC
rhod, Due to

the 11-Cis/All-Trans Isomerizationa

position σC
batho ∆σC

C1 39.05 -0.01
C2 39.69 -0.39
C3 22.98 -0.46
C4 36.10 0.58
C5 134.58 1.15
C6 136.73 -2.04
C7 131.05 -3.17
C8 134.25 (136.6)b 0.47 (-2.5)c

C9 150.76 1.67
C10 130.82 (132.0)b 4.71 (4.1)c

C11 137.90 (140.0)b -0.65 (-1.4)c

C12 126.14 (137.7)b 1.25 (5.5)c

C13 158.74 (168.5)b -3.44 (0.2)c

C14 111.83 (120.0)b -3.77 (-2.3)c

C15 153.92 (163.4)b 0.43 (-2.4)c

C16 30.32 -0.28
C17 29.56 -0.40
C18 25.69 2.41
C19 14.63 -0.10
C20 15.68 -2.74

a Experimental values are reported between parentheses. b Data
from ref 33. c Data from ref 32.

Figure 10. Bond length alternation along the polyene chain
of the 11-cis-retinyl chromophore in rhodopsin.
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computational models, including the 1F88, 1HZX, 1L9H,
and 1U19 X-ray structures, the QM/MM-MD (SCC-DFTB:
CHARMM) structure,30 and the QM/MM ONIOM-EE
(B3LYP:Amber) rhodopsin model16 considered in this paper.
The comparison includes bond lengths along the polyene
chain and the salt-bridge between the protonated Schiff-base
and the negative counterion Glu-113. All distances but those
in the last two columns are averaged over both monomers.
The comparison shows that the rhodopsin computational
model investigated in this work is consistent with the
QM/MM-MD (SCC-DFTB:CHARMM) structure.30 How-
ever, when QM/MM models are compared to X-ray struc-
tures, both computational models show a weaker alternation
of CC bond lengths along the polyene chain (see zigzag of
red triangles in Figure 10), although in partial agreement
with the chromophore bond lengths predicted by a recent
double-quantum solid-state NMR study (see last column of
Table 5 and open circles in Figure 10).43 Furthermore,
both QM/MM models predict a shorter N(Lys-296)-
O(Glu-113) distance between the Schiff-base linkage and the
counterion Glu-113.

The structural differences between X-ray and QM/MM
structures seem to result from difficulties faced by the X-ray
refinement software when dealing with chemically unusual
structures, including the twisted and extendedπ-system and
the carboxylate group interacting with the delocalized charge
of the extended chromophore. Further, the X-ray structures
show significant dispersion in the reported values of bond
lengths and C11-C12 dihedral angles. The latter ranges from
-36° in the 1U19 crystal structure,30 to -1° in 1F88, 8° in
1HZX, and 0° in 1L9H. In contrast, the ONIOM-EE and
SCC-DFTB QM/MM models have a smaller dispersion and
predict the C11-C12 dihedral angle to be-11°16 and-18°
( 9,30 respectively, in reasonable agreement with the value
-13° suggested by molecular dynamics simulations.74

An important difference between the QM/MM-MD
(SCC-DFTB:CHARMM) structure30 and the QM/MM

ONIOM-EE (B3LYP:Amber) rhodopsin model analyzed in
this paper16 concerns the assignment of interactions respon-
sible for twisting the extendedπ-system. Okada et. al.
suggested, from simple inspection of neighboring residues,
that the C11-C12 negative twist is due to interactions with
the Trp-265 residue.30 In contrast, the QM/MM ONIOM-
EE model predicts that the torque responsible for the
C11-C12 dihedral twist is mainly due to steric interactions
between the methyl group of Ala-117 and the polyene chain
at the C13 position.16 These results are obtained from an
analysis of the decomposition of forces acting on the chromo-
phore at its equilibrium configuration in the binding site.

5. Concluding Remarks
We have shown how to investigate the1H NMR and 13C
NMR spectra of the retinyl chromophore in rhodopsin by
using recently developed QM/MM computational models,
in conjunction with the GIAO method for ab initio SCF
calculations of NMR chemical shifts at the DFT (B3LYP/
6-31G*:Amber) level of theory. The reported results indicate
that the QM/MM models describe the NMR spectroscopy
of the retinyl chromophore in rhodopsin in very good
agreement with solid-state NMR experiments, including
opsin effects on NMR chemical shifts andchangesin the
chromophore chemical shifts due to 11-cis/all-trans isomer-
ization in rhodopsin. These findings are particularly relevant
to the development and validation of fully atomistic models
of prototypical G-protein-coupled receptors.

We have demonstrated that the 6s-cis/6s-trans configura-
tional change, about the C6-C7 single bond of the 11-cis
retinyl chromophore, significantly affects the1H NMR
chemical shifts of the chromophore. The comparison of
theoretical and experimental1H NMR spectra indicates that
the 6s-cis isomer is the most likely structure in the dark state
of rhodopsin. This conclusion is consistent with the analysis
of relative stabilities, indicating that the 6s-cis configuration
is 8 kcal/mol more stable than the 6s-trans configuration
when comparing minimum energy structures.

We have shown that the QM/MM computational models
reveal significant bond length alternation in the C5-C9
segment of the polyene chain. Such a bond length alternation
pattern becomes weaker along theπ-system near the Schiff-
base linkage, in partial agreement with the chromophore bond
lengths predicted by double-quantum solid-state NMR
experiments.43

We found that1H NMR chemical shifts are considerably
more sensitive than13C NMR chemical shifts to changes in
the chromophore environment (e.g., from solution to the pro-
tein environment). In particular, the1H NMR spectra is found
to be significantly influenced by nearby polar residues and
residues with aromatic functional groups (e.g., Trp-265 and
Tyr-268). Reliable QM/MM simulations of NMR chemical
shifts thus require including these crucial residues in the QM
layer, predicting specific phenotypes that affect the magnetic
environment of the retinyl chromophore in rhodopsin.

Finally, we conclude that the QM/MM refinement of high-
resolution structural data provides a rigorous technique to
overcome limitations of traditional X-ray refinement methods

Table 5: Comparison of the Retinyl Chromophore Bond
Lengths in Readily Available X-ray Structures and QM/MM
Computational Models, Including the Crystal Structures
with PDB Access Code 1F88,26 1HZX,28 1L9H,29 and
1U19,30 the QM/MM-MD (SCC-DFTB:CHARMM)
Structure,30 and the QM/MM ONIOM-EE (B3LYP:Amber)
Structure Analyzed in This Paper and in Previous Work16

1F88 1HZX 1L9H 1U19
QM/
MMa

QM/
MMb NMRc

C5-C6 1.36 1.36 1.41 1.43 1.37 1.36

C6-C7 1.48 1.51 1.50 1.51 1.46 1.47

C7-C8 1.36 1.38 1.37 1.36 1.37 1.36

C8-C9 1.48 1.49 1.47 1.47 1.44 1.45

C9-C10 1.36 1.36 1.35 1.37 1.39 1.38

C10-C11 1.48 1.48 1.49 1.46 1.42 1.43 1.44

C11-C12 1.36 1.37 1.37 1.39 1.38 1.37 1.36

C12-C13 1.49 1.50 1.48 1.49 1.43 1.44 1.41

C13-C14 1.34 1.36 1.36 1.36 1.40 1.39 1.37

C14-C15 1.48 1.50 1.51 1.44 1.42 1.41 1.43

C15-N(Lys-296) 1.46 1.36 1.36 1.33 1.32 1.31

N(Lys-296)-
O(Glu-113)

3.28 3.58 3.08 3.36 2.60 2.74

a Reference 30. b This work and ref 16. c Reference 43.
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and a general approach to simulate the NMR spectroscopy
of challenging prosthetic groups embedded in biological
molecules.

Acknowledgment. V.S.B. acknowledges supercom-
puter time from the National Energy Research Scientific
Computing (NERSC) Center and financial support from
Research Corporation, Research Innovation Award # RI0702,
a Petroleum Research Fund Award from the American
Chemical Society PRF # 37789-G6, a junior faculty award
from the F. Warren Hellman Family, the National Science
Foundation (NSF) Career Program Award CHE # 0345984,
the NSF Nanoscale Exploratory Research (NER) Award ECS
# 0404191, the Alfred P. Sloan Fellowship from the Sloan
Foundation, and start-up package funds from the Provost’s
office at Yale University. The authors are grateful to Mr.
Sabas Abuabara for proofreading the manuscript.

References

(1) Ji, T.; Grossmann, M.; Ji, I.J. Biol. Chem.1998, 273,
17299-17302.

(2) Gether, U.; Kobilka, B.J. Biol. Chem.1998, 273, 17979-
17982.

(3) Marinissen, M.; Gutkind, J.Trends. Pharmacol. Sci.2001,
22, 368-376.

(4) Meng, E.; Bourne, H.Trends. Pharmacol. Sci.2001, 22,
587-593.

(5) Baldwin, J.; Schertler, G.; Unger, V.J. Mol. Biol.1997, 272,
144-164.

(6) Hamm, H.Proc. Natl. Acad. Sci. U.S.A.2001, 98, 4819-
4821.

(7) Maseras, M.; Morokuma, K.J. Comput. Chem.1995, 16,
1170-1179.

(8) Svensson, M.; Humbel, S.; Froese, R.; Matsubara, T.; Sieber,
S.; Morokuma, K.J. Phys. Chem.1996, 100, 19357-19363.

(9) Humbel, S.; Sieber, S.; Morokuma, K.J. Chem. Phys.1996,
105, 1959-1967.

(10) Dapprich, S.; Komaromi, K.; Byun, K.; Morokuma, K.;
Frisch, M.J. Mol. Struct. (THEOCHEM)1999, 461, 1-21.

(11) Vreven, T.; Morokuma, K.J. Comput. Chem.2000, 16,
1419-1432.

(12) Vreven, T.; Mennucci, B.; daSilva, C.; Morokuma, K.;
Tomasi, J.J. Chem. Phys.2001, 115, 62-72.

(13) Vreven, T.; Morokuma, K.Theor. Chem. Acc.2003, 109,
125-132.

(14) Ditchfield, R.Mol. Phys.1974, 27, 789-807.

(15) Wolinski, K.; Hinton, J. F.; Pulay, P.J. Am. Chem. Soc.1990,
112, 8251-8260 (and references therein).

(16) Gascon, J. A.; Batista, V. S.Biophys. J.2004, 87, 2931-
2941.

(17) Wald, G.Science1968, 162, 230-239.

(18) Goldschmidt, C.; Ottolenghi, M.; Rosenfeld, T.Nature1976,
263, 169-171.

(19) Rosenfeld, T.; Honig, B.; Ottolenghi, M.; Hurley, J.; Ebrey,
T. Pure Appl. Chem.1977, 49, 341-351.

(20) Honig, B.; Ebrey, T.; Callender, R.; Dinur, U.; Callender,
R. Proc. Natl. Acad. Sci. U.S.A.1979, 76, 2503-2507.

(21) Schoenlein, R.; Peteanu, L.; Mathies, R.; Shank, C.Science
1991, 254, 412-415.

(22) Wang, Q.; Schoenlein, R.; Peteanu, L.; Mathies, R.; Shank,
C. Science1994, 266, 422-424.

(23) Cooper, A.FEBS Lett.1979, 100, 382-384.

(24) Cooper, A.Nature1979, 282, 531-533.

(25) Schick, G.; Cooper, T.; Holloway, R.; Murray, L.; Birge, R.
Biochem.1987, 26, 2556-2562.

(26) Palczewski, K.; Kumasaka, T.; Hori, T.; Behnke, C.; Mo-
toshima, H.; Fox, B.; Le Trong, I.; Teller, D.; Okada, T.;
Stenkamp, R.; Yamamoto, M.; Miyano, M.Science2000,
289, 739-745.

(27) Schertler, G.; Hargrave, P.Methods Enzymol.2000, 315, 91-
107.

(28) Teller, D.; Okada, T.; Behnke, C.; Palczewki, K.; Stenkamp,
R. Biochemistry2001, 40, 7761-7772.

(29) Okada, T.; Yoshinori, Y.; Silow, M.; Navarro, J.; Landau,
J.; Schichida, Y.Proc. Natl. Acad. Sci.2002, 99, 5982-
5987.

(30) Okada, T.; Sugihara, M.; Bondar, A.; Elstner, M.; Entel, P.;
Buss, V.J. Mol. Biol. 2004, 342, 571-583.

(31) Shriver, J. W.; Mateescu, G. D.; Abrahamson, E. W.
Biochemistry1979, 18, 4785-4792.

(32) Smith, S. O.; Palings, I.; Miley, M. E.; Courtin, J.; de Groot,
H.; Lugtenburg, J.; Mathies, R. A.; Griffin, R. G.Biochem-
istry 1990, 29, 8158-8164.

(33) Smith, S. O.; Courtin, J.; de Groot, H.; Gebhard, R.;
Lugtenburg, J.Biochemistry1991, 30, 7409-7415.

(34) Wang, Q.; Kochendoerfer, G.; Schoenlein, R.; Verdegem,
P.; Lugtenburg, J.; Mathies, R.; Shank, C.J. Phys. Chem.
1996, 100, 17388-17394.

(35) Feng, X.; Verdegem, P. J. E.; Lee, Y. K.; Sandstro¨m, D.;
Edén, M.; Bovee-Geurts, P. H. M.; de Grip, W. J.; Lugten-
burg, J.; Levitt, M. H.J. Am. Chem. Soc.1997, 119, 6853-
6857.
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Abstract: The mechanism of the catalytic reaction for oxalate oxidase has been investigated

with the hybrid density functional method B3LYP. The models used in the calculations comprise

of the manganese ion, three imidazoles, and one acetate, which model the active-site Mn(II)

and its first-shell protein ligands. Moreover, the reactants, i.e., singly protonated oxalate and

dioxygen, have been explicitly considered. The computational results suggest that the enzyme-
oxalate complex can adopt two conformations, one with bidentate oxalate and 6-coordinate

manganese and the second one with monodentate substrate and coordinatively unsaturated

Mn(II). This second species reacts with dioxygen on the quartet potential energy surface, and

in a rate-limiting step yields one CO2 molecule and a reactive intermediate, in which Mn(III) is

coordinated by HOO- and a formyl radical anion. A subsequent fast spin transition, from the

quartet to the sextet spin state, allows an electron transfer from the formyl radical anion to

Mn(III) and leads to the product-enzyme complexes. It is proposed that the final step of the

catalytic cycle involves protonation of these species and release of products. Taken together,

the mechanistic proposal presented in this work agrees well with the available experimental

data and provides an explanation for the very efficient coupling between the two-electron dioxygen

reduction and oxalate oxidation performed by oxalate oxidase.

I. Introduction
Oxalate oxidase, also known as germin, hereafter abbreviated
as Oxo, is a protein germination marker usually found in
the cereals embryos. Although its role in plant development
is still not fully understood, the Oxo catalyzed degradation
of oxalate (Scheme 1) releases H2O2 which is needed for
cross-linking in cell wall and may also promote tissue
remodeling.1 Moreover, some pathogens utilize oxalic acid
to reduce pH and in this way stimulate polysaccharolytic
enzymes, which digest the plant tissues. For this reason,
transgenic crops with elevated Oxo expression are less prone
to infection due to their efficiency in oxalic acid decomposi-
tion. Finally, Oxo is used as an analytical enzyme in

procedures for determination of oxalic acid levels. The reader
interested in the broader picture of oxalate metabolism and
its enzymology is referred to the currently published review.2

Biochemical studies showed that Oxo is a homohexameric
enzyme binding one manganese ion per subunit.3,4 Since
neither flavins nor other transition metals are required for
the catalysis, it was proposed that Mn(II) plays an active
role in the enzymatic mechanism.4,5 Barley Oxo shows
maximum activity at pH 3.8, which falls between the two
pKa values for oxalic acid, namely 1.2 and 4.1. This, in turn,
indirectly indicates that the singly protonated form of oxalate
is the reactive species binding to Oxo.5,6 Further important
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† Stockholm University.
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Scheme 1: Oxo Catalytic Reaction
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data concerning the reaction mechanism were provided by
EPR measurements done both for the native enzyme and
under turnover conditions.6 Notably, it was shown that the
native form of Oxo binds high-spin Mn(II) in roughly
octahedral environment and that this site is not perturbed in
the presence of H2O2, which is one of the catalytic reaction
products. However, addition of oxalate alters the EPR signal,
which indicates that the substrate directly coordinates Mn-
(II). Like for the native form, the EPR spectrum for this
enzyme-substrate complex was found to be consistent with
the six-coordinate Mn(II) site. Importantly, the measurements
under turnover conditions showed that no free radicals are
released into solution, which inevitably implies a tight
coupling between dioxygen reduction and oxalate oxidation.
In the same study6 it was found that a minor fraction of the
isolated enzyme (ca. 5%) binds high-spin Mn(III) ion in a
distorted octahedral environment. Under anaerobic conditions
this species reacts with oxalate producing Mn(II) and
carboxylate radicals, which demonstrates that the Mn(III)
form of the Oxo active site is capable of oxalate oxidation.
However, the EPR study under turnover conditions ruled out
the possibility that this Mn(III) form of Oxo is catalytically
competent. Taken together, the experimental data led to the
mechanistic proposals shown in Scheme 2.

In the first step of the mechanism proposed by Bornemann
et al. (I in Scheme 2), oxalate binds to Mn(II) in the active
site of Oxo and, through lowering the metal red-ox potential,
activates it for binding of dioxygen.4,7 In the reactive ternary
Oxo-Mn-oxalate-O2 complex (B in Scheme 2) manganese
ion is one-electron oxidized by dioxygen which acquires
superoxide character. Subsequent release of the first CO2

molecule leads to the Oxo-Mn(II)-superoxide-formyl
radical complex (C), which collapses to the Oxo-Mn(II)-
peroxocarbonate complex (D). The protonation ofD leads
to its decomposition to H2O2 and the second CO2 molecule.
This mechanistic proposal satisfies the requirement of a tight
coupling between dioxygen reduction and oxalate oxidation,
which guarantees that no radicals escape from the enzyme
active site. In addition, assuming that the reactive complex
B is short-lived, only the Mn(II) species would be detectable,
which agrees with the EPR data.6 The alternative mechanism
was proposed by Whittaker and Whittaker, and it is shown
in Scheme 2 II.6 In this case, oxalate is supposed to bind to
Mn(II) in a monodentate fashion, and one water molecule
remains bound to manganese (E). The hydrogen atom
transfer from Oxo-Mn(II)-oxalate-OH2 to externally
bound dioxygen gives essentially free hydroperoxide radical
and the Oxo-Mn(III) -oxalate-OH complex (F). The
proton-coupled electron transfer (PCET) within the latter
species affords a biradical intermediateG, which collapses
forming the product complexH. The last step is a simple
replacement of the peroxocarbonate by a water molecule,
which produces the native form of Oxo (J).

The 1.6 Å-resolution crystal structure of the native Oxo
revealed that Oxo is a homohexamer with the fold charac-
teristic for the cupin superfamily.8,9 The active site manga-
nese is bound to three histidines (His88, His90, and His137)
and one glutamate (Glu95) protein side chains, while the
remaining two sites in the coordination octahedron are
occupied by water molecules.8 The structure of the barley
Oxo-Mn-oxalate complex is currently not known; however,
the putative oxalate decarboxylase (TM1287) fromThermo-
toga maritimawas recently cocrystallized with oxalate.10

Remarkably, in this structure a metal ion has an octahedral
coordination with oxalate bound in a bidentate fashion,
though the identity of the metal is currently not known. The
other ligands are the same as in the barley Oxo (three His
and one Glu).

The catalytic rate constant (kcat) of barley Oxo was
measured to be 22 s-1, which corresponds to the activation
barrier∆Gq of 15.6 kcal/mol (at 298 K).5

In summary, the experimental data led to the formulation
of two hypothetical mechanisms for the Oxo catalytic cycle.
Detailed understanding of the chemical steps involved in the
reaction is, however, still missing. For example, the point at
which the necessary spin-crossing occurs is not known, as
is the character of the reactive intermediates formed along
the reaction coordinate. In this work hybrid density functional
theory (DFT) has been used to study the mechanism of the
Oxo catalytic cycle. The results reported here, when com-
bined with known experimental data, lead to a detailed
description of the catalytic reaction of Oxo and provide new
insight into the Mn/oxalate chemistry.

Scheme 2: Experiment Suggested Mechanisms for the
Oxo Catalytic Reaction
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II. Computational Details
The model of the Oxo active site is based on the crystal
structure solved for the native protein (PDB code: 1Fl2).
Since the amino acids from manganese second coordination
shell (Asn, Gln, Phe, Val, and Met) are unlikely to play an
active role in catalysis, only the manganese first-shell ligands
(His88, His90, His137, and Glu95) are included in the
computational model. Histidines are modeled with imida-
zoles, while glutamate is replaced by acetate. The positions
of the hydrogens introduced in place of the omitted parts of
histidines are constrained throughout the calculations. For
acetate, the position of the methyl carbon is constrained. In
this way, the rigidity of the protein matrix is taken into
account in an approximate way. Two water molecules
coordinating Mn(II) in the native form of the enzyme have
been substituted with singly protonated oxalate. The motiva-
tion for this charge state of the substrate comes from the
biochemical data. Namely, Oxo exhibits maximum activity
for pH between the two pKa values for oxalic acid, which
means that the singly protonated oxalate is the dominating
form of the substrate under the optimum pH condi-
tions.5,6

All calculations have been performed employing hybrid
DFT with the B3LYP exchange-correlation functional.11,12

Two programs, Gaussian0313 and Jaguar,14 have been used.
Geometry optimizations have been done with a valence
double-ú basis set coupled with an effective core potential
describing the innermost electrons on manganese. This
particular basis set is labeled lacvp in Jaguar. For the
optimized structures the electronic energy has been computed
with a bigger basis set of triple-ú quality with polarization
functions on all atoms (labeled lacv3p** in Jaguar). The
solvent corrections have been calculated with the self-
consistent reaction field method implemented in Jaguar.15,16

A dielectric constant of 4 with a probe radius of 2.50 Å have
been used to model the protein surrounding of the active
site.

The structure of the minimum energy crossing point
(MECP) between noninteracting quartet and sextet states has
been located at the B3LYP/lacvp level of theory employing
the methodology developed by Harvey et al.17 Since in this
computational procedure it is not possible to use constraints,
these calculations have been performed without frozen
coordinates, i.e., the activation energy for reaching the
MECP geometry is computed from the energy of an
unconstrained model of intermediated (see Scheme 3).

For the optimized geometry of the quartet-sextetMECP
the coupling between the two states due to the spin-orbit
coupling (SOC) operator has been estimated in the following
way. First, the model has been truncated to afford CASSCF
calculations. With this respect, the imidazole ligands have
been replaced with ammonia molecules and acetate with
formate. This model has subsequently been used for spin-
orbit coupling calculations, which have been accomplished
with the GAMESS program.18 The wave function of the
sextet state has been optimized at the ROHF/6-31G(d) level,
and subsequently the quartet wave function has been
converged at the CASSCF(5,5) level keeping the core orbitals
frozen from the sextet state. The effective one-electron
operator approximation has been assumed for the SOC, and
the recommended effective nuclear charges have been
employed.19,20 The quartet-sextet transition probability (P)
has been estimated from the Landau-Zener formula21

where

and whereHij is the spin-orbit coupling matrix element
between the two electronic states,ν is the velocity with which
the system is passing the crossing region, and∆gij is the
difference of the gradients calculated for the two states at

Scheme 3: Suggested Mechanism for the Oxo Catalytic Reaction

P ) 1 - e-2δ (1)
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the crossing point. These gradients have been evaluated by
numerical differentiation of the energy with respect to a small
geometrical (5 degrees) displacement along the approximate
spin-transition reaction coordinate, which is the O-C-O
angle in the formyl radical anion in speciesd.

Since in several intermediates found in this study the spins
on various parts of the complexes are antiferromagnetically
coupled, a spin correction to the energy of these species has
been calculated using the broken symmetry approach.22,23The
recommended strong localized limit has been assumed, which
means a zero overlap between the magnetic orbitals.23 This
specific computational methodology has successfully been
applied to a wide range of redox enzymes with transition
metals at their active sites.24-26

Finally, a short comment on the energies reported in this
work. The reported values are the electronic energies
calculated at the B3LYP/lacv3p**//B3LYP/lacvp level of
theory plus the solvent effect calculated at the B3LYP/lacvp
level. Zero energy corresponds to the isolated reactants, i.e.,
the Oxo-(singly protonated)oxalate complex and dioxygen.
Thus, neither thermal corrections to the energy nor the
entropic term are taken into account. However, while the
former is usually on the order of a few kcal/mol, the entropy
term is significant for the steps where small molecules are
either trapped or released. For example, at room temperature
the entropy term may contribute up to 10 kcal/mol to the
free energy of the reaction in which dioxygen is bound to
the model of the metal-containing active site. Therefore, due
to this entropic term and to a lesser extent due to the thermal
corrections to enthalpy, the true free energy profile will
deviate from the one calculated here. However, the main goal
of this study is to find the most likely mechanism of Oxo
catalytic cycle by testing various a priori plausible mecha-
nisms. For this purpose a semiquantitative description of the
free-energy profile along the reaction coordinate seems
sufficient because the thermal and entropy corrections are
supposedly rather similar for the mechanisms tested in this
work. The more quantitative description of the free-energy
profile will be based of the QM/MM study which is now in
progress.

III. Results and Discussion
Within this work several a priori plausible mechanisms have
been tested, but only one involves a reasonable activation
barrier, and this mechanism is presented below. The dis-
carded mechanisms involve significantly higher barriers, and
they are shortly summarized at the end of the manuscript
and in the Supporting Information. The suggested mechanism
is shown in Scheme 3, while the elementary steps of which
it consists are discussed in detail in the following subsections.

Oxalate Coordination. The EPR data reported for the
Oxo-Mn(II)-oxalate complex is indicative of a six-
coordinate manganese in the active site, though binding of
the substrate markedly changes the spectrum with respect
to that for the native enzyme. Therefore, a direct interaction
between Mn(II) and oxalate was proposed.6 Moreover, the
crystal structure of TM128710 shows a bidentate oxalate,
which might suggest a similar binding mode in the Oxo-
Mn(II)-oxalate complex. However, such an arrangement

results in a six-coordinate Mn(II) ion, which lacks any vacant
site available for dioxygen binding and, therefore, implicates
either that dioxygen does not bind to Mn during the reaction
or that the coordination number of manganese changes from
6 to 5 before O2 binding. As shown below, the latter
alternative is supported by the calculations.

The Oxo-Mn(II)-oxalate complex is calculated to exist
as a nearly unimolar mixture of two species, one with
bidentate oxalate (a in Scheme 3) and the second,b, with a
five-coordinate Mn(II) and monodentate substrate. The
energy difference between the two species is only 2 kcal/
mol (see Figure 1). In the six-coordinate species (a), the
protonated carboxylic group of the substrate both coordinates
Mn(II) and forms a hydrogen bond with Glu95 (see Figure
2A). In the case of the five-coordinate formb, the protonated
carboxylic group of the substrate is rotated away from
manganese so that only the hydrogen bond between this
group and Glu95 is preserved.

The transformation ofa into b is favorable by 2 kcal/
mol. Since this species is not the one observed experimen-
tally, this indicates a small error in the calculations. However,
the energy difference betweena and b is quite small and
therefore could change sign if the second shell ligands were
taken into account. Indeed, preliminary QM/MM calculations
performed for the extended model of the Oxo active site favor

Figure 1. The calculated energy profile along the suggested
reaction path for the Oxo catalytic cycle. The reported spin
quantum number for a, TS1, and b takes into account the
spin of unbound dioxygen (S)1) antiferromagnetically coupled
with the spin on Mn(II) (S)5/2).

Figure 2. Optimized structures for the two forms of the Oxo-
Mn(II)-oxalate complex (S)5/2). A. The six-coordinate form
a and B. the five-coordinate form b. Distances in bold, spin
populations in italics.
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the six-coordinate species and thus agree well with the EPR
data.6 The transformation ofa into b is a relatively simple
geometrical rearrangement and involves a rather low activa-
tion barrier of 5 kcal/mol (for the transition state geometry
see Figure 3).

Dioxygen Binding. The five-coordinate Oxo-Mn(II)
speciesb possesses a vacant position at which dioxygen can
bind. Due to the open-shell electronic structure of both high-
spin Mn(II) and dioxygen, three possible spin states can
be envisaged for the Oxo-Mn-dioxygen complex: octet
(S)7/2), sextet (S)5/2), and quartet (S)3/2). In the octet
state all of the unpaired electrons of the reactants are
ferromagnetically coupled, which leads to no net bonding
between dioxygen and manganese. In the optimized octet
structure the Mn-dioxygen distance is large (3.3 Å), which
together with the spin populations, 4.8 on Mn and 2.0 on
dioxygen, clearly indicates that dioxygen does not bind to
manganese in the octet spin state.

Flipping one spin in the octet electronic configuration leads
to the sextet state, which is best described as a complex
between high-spin Mn(III) and a superoxide anion. Indeed,
the spin populations (4.2 on Mn and 0.63 on dioxygen) and
the O-O bond distance in the dioxygen ligand (1.34 Å, see
Figure 4A) support this interpretation. This state is computed
to lie quite high in energy, 12.1 kcal/mol above the energy
of the separated reactants in their electronic ground state.
Even though this energy is not prohibitively high, all attempts
to find a feasible reaction mechanism involving this sextet
Oxo-Mn-oxalate-O2 species failed, since in all cases the
transition states turned out to have too large barriers (vide
infra).

Finally, the antiferromagnetic coupling of spins on man-
ganese and dioxygen leads to the Oxo-Mn-oxalate-O2 in
the quartet state (see Figure 4B). In this case, dioxygen forms

a weak bond to manganese (2.33 Å), while the spin
populations indicate that dioxygen preserves its triplet
character and Mn remains divalent. The calculated com-
plexation energy is negative, i.e.-3.1 kcal/mol with the
broken-symmetry correction, though, too small to compen-
sate for the entropy loss caused by dioxygen trapping (around
8-10 kcal/mol). Therefore, it is concluded that dioxygen
does not make any stable complex with the Oxo active site
but only short-lived adducts which either react further or
decompose back into the reactants. With respect to this
instability of the dioxygen-bound species, it is important to
notice the difference between the sextet and quartet spin
states. Not only is the quartet state far more stable than the
sextet counterpart (by 15.2 kcal/mol), but it is also directly
accessible on the ground state potential energy surface (PES)
of the reactants. In other words, the quartet species directly
dissociates to the reactants in their ground state, while for
the sextet state a spin transition must first take place before
the dissociation.

Reduction of Dioxygen. The second step of the Oxo
catalytic reaction is best described as a proton coupled
electron transfer (PCET) from oxalate to dioxygen. However,
this description is further complicated by the fact that,
concomitantly with the proton and the first electron, a second
electron, formally from Mn(II), is transferred to the dioxygen
ligand. Thus, this step can be viewed as PCET coupled with
another electron transfer (ET), since in this reaction dioxygen
is reduced to the Mn-bound hydroperoxo anion, oxalate is
one-electron oxidized to a formyl radical anion and CO2,
while Mn(II) is oxidized to Mn(III). The optimized structure
of the transition state (TS2) for this process is presented in
Figure 5. Notably, the proton involved in the PCET,
originally from oxalate, is bound to Glu95 and positioned
appropriately to form a hydrogen bond to the dioxygen
ligand. Moreover, two bonds are significantly elongated with
respect to the quartet Oxo-Mn-oxalate-O2 complex (Fig-
ure 4B). First, the O-O bond distance in the dioxygen ligand
increases from 1.27 to 1.36 Å, and this elongation is
accompanied by a decrease of the O2 spin population from
-1.86 to -1.09. Second, the C-C bond of oxalate is
elongated from 1.54 to 1.68 Å at the same time as the gross
spin population on the oxalate ligand increases from 0.05 to
-0.73. The spin on Mn does not change much when going
from c to TS2 (from 4.68 to 4.71), which suggests that the
second electron ‘lags behind’. The normal mode with
imaginary frequency, which corresponds to the reaction
coordinate, involves the elongation of the C-C bond in

Figure 3. Optimized structure of TS1 - the transition state
which connects the two forms of the Oxo-Mn(II)-oxalate
complex (S)5/2). Distances in bold, spin populations in italics.

Figure 4. Optimized structures for Oxo-Mn-oxalate-O2

complexes. A. The sextet species (S)5/2) and B. the quartet
complex c (S)3/2). Distances in bold, spin populations in
italics.

Figure 5. Optimized structure of the transition state (TS2)
for the initial one-electron oxidation of oxalate (S)3/2).
Distances in bold, spin populations in italics.
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oxalate and the protonated Glu95 approaching the distal O2

oxygen atom, both movements in phase. Considering the
energetics, the calculated activation energy is quite high, i.e.,
21.7 kcal/mol, which is 6.1 kcal/mol more than the barrier
estimated from the experimentally determinedkcat value (15.6
kcal/mol). Since all other investigated mechanisms involve
substantially higher barriers, it is believed that the error of
6 kcal/mol is acceptable, and the suggested mechanism is
the one used by Oxo.

Once the reacting system traversesTS2, the second
electron is transferred from Mn(II) to the dioxygen ligand,
and the species with a hydroperoxo anion coordinated to
Mn(III) is formed. In the optimized complex (Figure 6A),
the one-electron oxidized oxalate forms an oxalate radical
anion with a carbon-carbon distance of 1.77 Å and a gross
spin population of-0.91. However, this species is not stable
with respect to the elongation of the C-C bond in the oxalate
ligand. More specifically, when this distance is gradually
elongated, first the energy remains approximately constant,
but at a larger interatomic separation it slowly decreases.
Therefore, the computational results indicate that once the
TS2 is passed, the first CO2 molecule is liberated, while the
active site Mn(III) ion binds HOO- and CO2

•-, i.e.,
intermediated (Figure 6B) is formed. Interestingly, the
speciesd is a Jahn-Teller Mn(III) system with a weak J-T
axis in the direction of the Mn-formyl radical anion bond.
From Figures 4B and 6B it can be noticed that the Mn-
His137 distance increases from 2.27 to 2.41 Å when going
from c to d.

Spin-Crossing.In the intermediated, formed in the one-
electron oxidation of oxalate, the spins on the Mn(III) ion
and the formyl radical anion are antiferromagnetically
coupled (see Figure 6B). Such an electronic configuration
is responsible for the stability of this species, since the
electron transfer to Mn(III) would lead to an excited
electronic configuration of manganese center (four d electrons
with alpha spins, one with beta). If the electrons had parallel
spins, which is the case in the sextet spin state, the electron
transfer would be straightforward and would lead to the
products in their ground state. For these reasons, the
activation barrier connected with the quartet to sextet spin
transition has been calculated by finding the minimum energy
crossing point (MECP) where the two potential energy
surfaces cross. The optimized geometry of theMECP is
shown in Figure 7. Considering the electronic structure, the

reported spin populations for the quartet and sextet states
show that the spin transition can be viewed as a spin flip of
the electron localized mostly on the carbon atom of the
formyl radical anion fragment. With respect to the geo-
metrical structure, a comparison of the reported bond lengths
with those of intermediated (Figure 6B) shows that the
crossing point geometry is very similar to that of the quartet
species. The bond lengths in the formyl radical fragment are
unchanged, while the O-C-O angle opens slightly from
132.6 to 134.6 degrees.

This very small difference between thed and MECP
geometries has the consequence that the energy gap between
them is also very small, i.e., 2.1 kcal/mol (see Figure 1).
Thus, provided that the coupling between the two spin states
is sufficiently strong, the quartet to sextet spin transition will
be very fast. The estimated value of the< quartet|HSO| sextet
> matrix element is 2.16 cm-1, which is sufficient to produce
an effective spin junction in the current system. The quartet
and sextet energy surfaces are relatively flat at theMECP
geometry,|∆gij| ) 12.6 kcal/mol/rad, which combined with
the HSO value and the estimated speed at which the system
crosses theMECP (1.5 × 109 rad/s; calculated assuming
the 500 cm-1 frequency and 0.01 rad amplitude for the
O-C-O bending mode) gives a crossing probability of 0.58.
Taking this value as a preexponential factor leads to the
apparent barrier for the spin transition of 2.5 kcal/mol.
Notably, even if the crossing probability were 1 order of
magnitude smaller, still the apparent barrier would be only
3.9 kcal/mol. Thus, the quartet to sextet spin transition is
calculated to be very efficient, which guarantees the quan-
titative coupling between dioxygen reduction and oxalate
oxidation.

Interestingly, the observation that the crossing surfaces are
almost parallel (small|∆gij|) was also made for the reaction
between dioxygen and heme proteins, and this condition was
proposed to facilitate the spin transition.27 Moreover, the fact
that MECPs very often lie rather close to the minimum of
the higher energy state was also noticed in previous stud-
ies.28,29

Finally, if oxalate decarboxylase (OxDC), an enzyme
closely related to Oxo and catalyzing the breakdown of
oxalate to CO2 and formate, uses a similar mechanism for
producing a formyl radical, the manganese second sphere
ligands of OxDC must ensure that the protonation of the
formyl radical is faster than the quartet to sextet spin
transition. We are currently investigating this mechanism,

Figure 6. Optimized structures of the products of the initial
one-electron oxidation of oxalate. A. The metastable species
with oxalate radical anion (S)3/2) and B. the stable complex
d with formyl radical anion (S)3/2). Distances in bold, spin
populations in italics, ox stands for oxalate.

Figure 7. Optimized structure of the quartet-sextet minimum
energy crossing point (MECP; S)3/2 and 5/2). Distances in
bold, spin populations in italics, in parentheses spin popula-
tions for the sextet state.
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and the detailed discussion of the means by which OxDC
obtains its product specificity will be presented in a
forthcoming paper.

Products. The spin transition discussed in the previous
section enables a spontaneous electron transfer between the
formyl radical anion and Mn(III). Three different products
of this ET reaction have been identified. First, the CO2

molecule formed in this ET reaction can stay in the active
site and react (without any barrier) with the hydroperoxo
anion. This leads to structuree or g (Figure 8B and C) with
a peroxocarbonate anion chelating Mn(II). Alternatively, the
CO2 molecule can leave the active site, in which case, the
hydroperoxo anion forms a second coordination bond with
Mn (f, see Figure 8A).

The speciesg, which involves a five-member ring formed
by peroxocarbonate and manganese, is the most stable form
of the product complex. Interestingly, the mode of peroxo-
carbonate binding to the metal is similar to that observed
for an iron synthetic complex.30

Protonation of either of these product complexes and
subsequent release of H2O2 and CO2 is most probably the
final step of the catalytic cycle. The energetics of these steps,
however, cannot be reliably calculated with the present
models.

Alternative Mechanisms. Several other mechanisms of
the catalytic reaction of Oxo have been tested within this
study. The scheme presenting them can be found in the
Supporting Information, and here only a brief description is
given. In the mechanism II shown in Scheme 2 the first step
is a hydrogen atom transfer from Oxo-Mn(II)-H2O to
dioxygen. The calculated energy of this reaction is 26.8 kcal/
mol, and the barrier is most probably by a few kcal/mol
higher. Another investigated mechanism involves the PCET
on the sextet PES. This mechanism is similar to that
suggested in this work, but in this case the spin transition
takes place for the Oxo-Mn-O2 complex. The calculated
barrier for this mechanism is 26.2 kcal/mol. If Glu95 does
not mediate the proton transfer, then a direct hydrogen atom
transfer from oxalate to Mn-bound dioxygen can occur. The
calculated barriers for this mechanism are 28.7 and 29.7 kcal/
mol for the quartet and sextet spin states, respectively. The
mechanism with an attack of Mn-bound dioxygen on the
carboxylate carbon of oxalate parallels the oxidative decar-
boxylation reaction of R-keto acid dependent dioxy-
genases.29,31-33 However, the carboxylic functional group is
much less reactive than the carbonyl one. The calculated
energies of the tetrahedral intermediate afforded by an attack

of dioxygen/superoxide on the oxalate carbon are very high,
i.e., 41.8 and 43.4 kcal/mol for the quartet and sextet PES,
respectively. Finally, two mechanisms involving dissociation
of one histidine ligand from manganese have been consid-
ered. In both cases oxalate chelates manganese and the
liberated histidine hydrogen bonds to the HOO fragment. In
the first mechanism the HOO• radical attacks oxalate, while
in the second an electron is transferred from oxalate to
Mn(IV). The calculated barriers connected with these mech-
anisms are 36.1 and 27.2 kcal/mol, respectively. In conclu-
sion, all tested alternative mechanisms involve barriers
markedly higher than that calculated for the suggested
mechanism (Scheme 3). It is believed that this observation
lends additional credence to the mechanistic proposal
advocated in this work.

Conclusions
The results of the theoretical investigations reported here
together with the published experimental data has allowed
us to propose a detailed mechanism of the catalytic cycle of
Oxo (see Scheme 3 and Figure 1). In summary, the Oxo-
Mn(II)-oxalate complex exists as a mixture of five- and six-
coordinate species. The form with coordinatively unsaturated
Mn(II) site reacts with dioxygen on the quartet potential
energy surface. In this step, the proton from oxalate monoan-
ion is transferred to dioxygen through the first-shell glutamate.
The proton-transfer triggers the C-C bond cleavage, and
the electron follows the proton. Simultaneously, the second
electron, necessary to produce the peroxo species, is provided
by manganese. This step, which is also rate-limiting, yields
the first CO2 molecule and the reactive intermediate (d) in
which the formyl radical anion coordinates the high-spin Mn-
(III). The quartet to sextet spin transition, which involves a
small apparent barrier (ca. 2-4 kcal/mol), allows for the
formyl radicalf Mn(III) electron transfer. This step leads
to the product-active site complex, which upon protonation
decays to H2O2, CO2, and the active site is then ready to
begin the next catalytic cycle. Notably, the proposed mech-
anism satisfies the experimentally derived requirement of a
tight coupling between oxalate oxidation and dioxygen
reduction. Specifically, the radical intermediated is predicted
to be very short-lived, which guarantees the observed product
specificity and no radical escape. In conclusion, the catalytic
role of manganese involves the following: (i) bringing the
substrates together, (ii) providing temporarily one electron
necessary for dioxygen reduction, and (iii) facilitating the
spin transition through an efficient spin-orbit coupling route.

Figure 8. Optimized structures of the product complexes (S)5/2). A. The complex f with bidentate hydroperoxide anion, and
B. and C. show species e and g with peroxocarbonate anion. Distances in bold, spin populations in italics.
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The interplay of these three functions allows Oxo to perform
the red-ox chemistry in an efficient and very controlled
manner.
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Abstract: A polarizable force field, and associated continuum solvation model, have been

developed for the explicit purpose of computing and studying the energetics and structural

features of protein binding to the wide range of ligands with potential for medicinal applications.

Parameters for the polarizable force field (PFF) are derived from gas-phase ab initio calculations

and then utilized for applications in which the protein binding to ligands occurs in aqueous

solvents, wherein the charge distributions of proteins and ligands can be dramatically altered.

The continuum solvation model is based on a self-consistent reaction field description of solvation,

incorporating an analytical gradient, that allows energy minimizations (and, potentially, molecular

dynamics simulations) of protein/ligand systems in continuum solvent. This technology includes

a nonpolar model describing the cost of cavity formation, and van der Waals interactions, between

the continuum solvent and protein/ligand solutes. Tests of the structural accuracy and

computational stability of the methodology, and timings for energy minimizations of proteins

and protein/ligand systems in the condensed phase, are reported. In addition, the derivation of

polarizability, electrostatic, exchange repulsion, and torsion parameters from ab initio data is

described, along with the use of experimental solvation energies for determining parameters

for the solvation model.

I. Introduction
The explicit incorporation of polarization into molecular
mechanics force fields is a long standing objective of force
field development efforts. Early work was focused primarily
on development of polarizable force field models for liquid
water;1-9 a number of water models have now been pro-
duced, many of which display very good properties as com-
pared to experiment. A few publications have addressed small
organic molecules other than water10-13 or small ions;14-15

in these papers few such molecules has been considered, and
parameters have typically been fit to condensed phase
experimental data, which is not systematically available for
many compounds, including the great majority of pharma-
ceutically interesting ligands. More recently, a number of
efforts have been made to develop a polarizable protein force
field16-18 and to approach the problem of inclusion of
polarization in a more systematic fashion.19-22 However,
many of these models are relatively new and untested; it is
clear that the problems of achieving accuracy, reliability, and
broad coverage, while explicitly incorporating polarization,
are substantial and far from solved at the present time.

In a series of previous publications, we have described
the development of automated methods for the construction
of a polarizable force field for an arbitrary molecule directly

* Corresponding author phone: (858)695-6614; e-mail: maple@
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† Schrödinger, Inc.
‡ Central Michigan University.
§ Permanent address: Department of Chemistry, Columbia Uni-
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from ab initio quantum chemical data.3,9,16,20-22 The primary
goal is to produce a polarizable model that yields accurate
results in condensed phase simulations; as we20 and others23-25

have discussed previously (this issue is also briefly reviewed
below), it appears as though one has to use different
polarizability parameters in the gas phase and condensed
phase in order to reproduce experimental data reliably. We
have developed an approach which has successfully matched
experimental heats of vaporization and density for a number
of small molecule pure liquid simulations, without explicit
fitting to experimental condensed phase data.20 At the same
time, we have shown that our methodology is capable of
accurately fitting quantum chemical gas-phase conforma-
tional data for dipeptides, thus enabling the creation of a
polarizable protein force field.16

However, to deploy a polarizable force field for practical
problems in drug design, it is necessary to have the ability
to represent an arbitrary medicinal compound by a set of
polarizable force field parameters. Furthermore, molecular
dynamics simulations, employing explicit solvent, require
large amounts of computer time and in addition necessitate
the use of expensive sampling algorithms, such as replica
exchange methods,26 if free energies of binding are to be
determined; for these reasons, this type of approach is
currently used very infrequently in modeling projects in the
pharmaceutical industry. Instead, a continuum treatment of
aqueous solvation, based on for example solution of the
Poisson-Boltzmann equation,27 is utilized, along with ap-
proximate sampling algorithms (in many cases, simple
minimization). Thus, a continuum solvation model that is
complementary to the polarizable force field is required if
realistic drug discovery problems, as opposed to a small
number of carefully chosen model systems, are to be
addressed.

In the present paper, we describe a complete integrated
software system and associated parametrization for carrying
out polarizable force field calculations in continuum solvent
for arbitrary protein-ligand complexes. The key components
of the system are as follows:

(1) A package for assigning polarizable force field
parameters to an arbitrary medicinal compound. The package
includes an atom typing algorithm, default polarizability, and
van der Waals parameters for a wide range of atom types,
and an extensive set of stretching, bending, and torsional
parameters (the former are borrowed from our most recent
fixed charge force field development effort, the latter are fit
to minimize the deviation with gas-phase quantum chemical
data for a∼600 compound small molecule data set). Atomic
point charges, lone pair charges, and permanent dipoles are
determined by fitting high level quantum chemical data, using
an automated protocol.

(2) A polarizable protein force field that has been
extensively fit to quantum chemical data on dipeptides and
tested in a variety of simulations. This work is described in
more detail in other publications but is summarized here
because of its relevance to the computation of protein-ligand
interactions, the principal focus of this paper.

(3) A simulation package for carrying out gas-phase
polarizable simulations. The polarization equations are solved

self-consistently at each geometry. In the present paper we
focus on minimization; however, methods for molecular
dynamics simulation are in place. These will be discussed
elsewhere.

(4) A self-consistent reaction field (SCRF) methodology28

in which solution of the Poisson-Boltzmann equation is
coupled with determination of the polarization response of
the protein and ligand, using the package discussed in (3)
above. We have extended our previously developed analytical
gradient methodology29,30 to handle the polarizable SCRF
model; infrequent evaluation of the PB solver significantly
improves computational performance without loss of ac-
curacy. Dielectric radius parameters for a wide range of atom
types, suitable for this methodology and the underlying force
field, have been developed from a database of 147 small
molecules, with an average error in the solvation free energy
of 0.35 kcal/mol for neutral molecules and 0.5 kcal/mol for
charged species.

With these components in hand, it is possible to carry out
optimization of a protein-ligand complex and the ligand in
continuum solvent and to calculate the total energy difference
(such a difference includes the solvation free energy differ-
ence but does not include the conformational entropy
difference between the protein-ligand complex and the
protein and ligand independently in solution). The simplest
application of this type of computation would be to correlate
the resulting energy difference directly with binding affinity.
However, this capability may also be useful, for example,
as a component of MM/PBSA type approaches31-33 or in
continuum solvation based extended linear response calcula-
tions.34 It is an interesting and important question as to
whether the use of a more accurate force field and solvation
models which incorporate polarization explicitly (and, based
on our results to date, reasonably accurately) will improve
the performance of approaches of this type. Our present
software package enables, for the first time, this question to
be addressed with a reasonable amount of effort by the user.

Ultimately, highly accurate binding affinity predictions will
be achieved by combining an accurate force field and
solvation model with equally accurate phase space sampling.
In the context of continuum models, methods for computing
absolute free energies via direct phase space integration have
been proposed, and successfully employed, for example by
Gilson and co-workers.35 The polarizable model described
here could be employed as a component of this methodology,
for example to correct the energies of low-lying minima
(using a fixed charge force field to do the extensive sampling
required to locate the minima and to evaluate entropic terms).
It may also be the case that retention of a crucial subset of
explicit waters is required to accurately evaluate protein-
ligand interactions. The treatment of explicit waters presents
no problem in principle to the present approach, and a very
simple test case was recently successfully completed.36

However, robust algorithms for determining the placement
of such waters are nontrivial and remain to be rigorously
developed and validated.

The present paper is focused on describing the computa-
tional methodology associated with the four components
enumerated above and providing a demonstration that the
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implementation performs properly for a test suite of protein-
ligand complexes. The paper is organized as follows. Section
II describes the development of the parameters for the
medicinal chemistry force field (item (1) above), reviewing
our computational methodology and presenting PFF results
for hydrogen bond energies and structures of 182 small
molecule dimers. Section III discusses the SCRF solvation
methodology and presents results for solvation free energies
of 147 small molecules which constitute the training set for
determining dielectric radii. Section IV presents the full
protein-ligand simulation methodology (including a brief
overview of the protein polarizable force field), followed by
results for a suite of test cases taken from the PDB. In this
paper we simply demonstrate that minimizations in gas phase
and in solution can be carried out unproblematically and in
reasonable CPU time (nontrivial given the possibility of
polarization catastrophes and the difficulty of converging
solvated large protein minimizations using SCRF methods)
and compare the RMSD of the resulting structure with the
experimental data; future publications will explore the use
of these methods for binding affinity prediction.

II. Development of Polarizable Force Field
Parameters for Arbitrary Medicinal
Compounds
A. Functional Form of the Polarizable Force Field.We
can summarize our conclusions, based on a substantial num-
ber of computational experiments,3,9,16,20-22 with regard to
the functional form of the polarizable force field, as follows:

(1) The underlying permanent charge model can be made
reasonably accurate via the use of atomic point charges and
dipoles. Others have advocated the use of atomic quadrupoles
or other more complex charge distributions;37 our experience
is that, while quadrupoles can on occasion make a nontrivial
contribution to the electric field, the energy error associated
with truncating the electrostatic “basis set” at dipoles is in
the vast majority of cases less than 0.5 kcal/mol, which is
our overall target accuracy for the force field in the gas phase.
On this basis, we judged the additional coding complexity
and computational expense of quadrupoles as marginal for
the current generation of polarizable models, particularly as
the goal is to achieve coverage of medicinal chemistry space,
requiring a large scale parametrization effort.

(2) We experimented with the use of both fluctuating
charges and polarizable dipoles, individually and in combi-
nation. Our conclusions are that fluctuating charges alone
are seriously inadequate in describing intermolecular interac-
tions in a significant number of relevant cases; dipoles alone
provide reasonable results, and the combination of fluctuating
charges and dipoles does not provide a sufficient improve-
ment to dipoles alone (again, in the overall context of the
achievable accuracy of current models) to justify the added
complexity and difficulties in fitting due to the increased
overcompleteness of the model. The use of dipoles only also
provides a simpler physical picture of the polarization
response. Therefore, we have chosen to employ atomic
polarizabilities in the present force field.

(3) It is possible to define new atomic polarizabilities for
every atom in each new molecule. At the other extreme, one

can simply have a single polarization parameter for each
element (i.e. one for oxygen, one for nitrogen, etc.). Our
experience has been that the latter approach (at least in our
hands) leads to gross inaccuracies in, for example, hydrogen
bonding interactions, whereas the former, while technically
feasible, is rather expensive both computationally and in
terms of human effort. Therefore, we have adopted an
intermediate approach in which polarization parameters are
defined for various atom types and fit using a suite of model
molecules. This approach provides a good compromise
between computational efficiency, convenience, and ac-
curacy; results validating our choice of atom types (by
demonstrating good ability to reproduce hydrogen bond
energies across a wide range of test cases) are presented
below.

(4) Long-range dispersion forces are notoriously difficult
to compute via ab initio quantum chemistry; on the other
hand, liquid-state simulations are very sensitive to these
interactions, so arguably they can be obtained by fitting
condensed phase experimental data. We hypothesized20 that
one could define a single long-range dispersion parameter
(the coefficient of the atomic 1/r6 term used to construct the
corresponding term in the atom-atom pair potential via the
usual combining rules) for each atom and that it would be
transferable across a wide range of organic systems. This
strategy was highly successful,20 and a small number of
liquids were used to fit parameters for H, C, O, N, and S,
while others were then tested using these parameters without
adjustment. No doubt greater accuracy could be achieved
by allowing the dispersion parameters to vary with atom type;
however, the accuracy achieved using the single parameter
ansatz appears to be acceptable at present.

(5) For the remainder of the nonpolar atom-atom pair
potential, we investigated the use of both the Lennard-Jones
1/r12 term and the exponential term in the exp-6 pair function.
Because we wanted to fit both hydrogen bond energies and
bond lengths, while keeping the dispersive term fixed, we
decided to employ a combined function in which both types
of terms are present; this is discussed in more detail
elsewhere. One could in fact use a numerical pair function
defined by a look-up table; the key is having sufficient
functional flexibility to fit the quantum chemical data
adequately. Nonbonded parameters of these types are defined
for a list of atom types as presented below.

(6) As is usual in fixed charge force fields, we eliminated
1-2 and 1-3 interactions from the energy calculations;
however, 1-4 interactions are included with no scaling.

(7) Stretches and bends were taken from our fixed charge
force field (e.g., from the OPLS-AA protein force field38).
This is a reasonable approximation but will be reexamined
in the next generation PFF. Torsions are fit to ab initio
calculations on small model molecules; for the present
version of the PFF, we used the same training set of∼600
molecules as has been employed for our fixed charge force
field. Future versions of PFF will utilize much larger training
sets, so as to eliminate missing torsion parameters for the
great majority of medicinal compounds.

Given these choices, the total energy of the PFF force field
is defined as
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The stretch, bend, and torsion energy functions in eq 1
are given by

where theKb, Kθ, V1, V2, V3, andV4 are force constants,bo

and θo are reference values, and whereb and θ are bond
lengths and bend angles. TheV4 term in eq 4 is normally
set to a value of 0. Equation 4 gives the deformation energy
for twisting about a bond and for out-of-plane deformations
(at trigonal centers), soæ represents both dihedral angles
and improper torsion angles.

The nonbonded energy function, which includes both
dispersion and exchange repulsion terms, is

HereRij is the distance between atomsi and j, andAij, Bij,
Cij, and σij are adjustable parameters. The factor of1/2 is
introduced to exclude double counting of interactions.

The interaction energies between all pairs of interacting
charges is indicated in eq 6, whereqj is the charge at atomic
or virtual (i.e., lone pair) sitej and where the factor of1/2
again excludes double counting.

PFF employs permanent dipoles at atomic sites, to model
the anisotropy in the charge distribution surrounding each
atom. This anisotropy is an inherent result of bonding (in
both polar and covalent bonds) and causes the interaction
energy of a point charge with an atom to depend on whether
the charge (or field due to a distribution of charges) is located
parallel or perpendicular to a bond. The permanent dipole
(µi) on atomi interacts with the total field (Fq

i) due to all
interacting charges. The interaction energy between the
dipole on atomi and the charges is given by-µiFq

i, where
both the dipole and field are vector quantities. Consequently,
the total interaction energy between all interacting charges
and permanent dipoles is determined by summing over all
dipoles, as indicated in eq 7.

Similarly, permanent dipoles on other atoms create a field
(Fµ

i) that also interacts with the dipole on atomi, and the
total energy of interaction between all permanent dipoles is
given by eq 8. The PFF electrostatic interaction energy is
the total energy of interaction between all charges and
permanent dipoles and is the sum of eqs 6-8.

With PFF all ligand atoms are polarizable, which means
that an induced dipole (µ′i) is created on each atom. As
shown by eq 9, the magnitude of the induced dipole (at atom
i) is proportional to the polarizability (Ri) of atom i and to
the total field exerted at this atom.

The last term in eq 9 is the field (at atomi) due to all
induced dipoles that interact with the atom. Initially, this field
and the induced dipoles are not known, so guess values for
the induced dipoles are assumed, andµ′i and Fµ′

i are then
iteratively refined until the value of each induced dipole has
converged. For continuum solvent simulations there is an
additional field source that is added to eq 9. This is the self-
consistent reaction field due to the solvent.

Energy is required to create the induced dipoles, and this
energy, which is often called the self-polarization energy,39

is given in eq 10.

The net change in interaction energy (that is caused by
polarization of each atom) is the sum of the self-polarization
energy and the energy of interaction of the induced dipoles
with the charges, permanent dipoles, and (all other) induced
dipoles, as indicated in eq 11. Due to cancellation of terms,
eq 11 reduces to eq 12, which is the PFF polarization energy.

B. Development of Default PFF Parameters.The first
step in the parametrization of the PFF is the development of
polarizability and atomic nonbonded parameters for a set of
specified atom types, using a test suite of model molecules.
Permanent electrostatic parameters for each model molecule
(atomic point charges and dipoles) are obtained by standard
electrostatic potential (ESP) fitting methods to high level
quantum chemical wave functions. In previous work, we used
DFT wave functions to obtain permanent charge distribu-
tions.3,16,20-22 In the course of the more extensive investiga-
tion of chemical space carried out for this paper, we have
concluded that local second-order Moller-Plesset perturba-
tion theory (LMP2) calculations with large basis sets provide
more accurate and reliable results, although the DFT ap-
proach is still quite reasonable. An important target for the
dimer binding energies was to reproduce results obtained
from LMP2 extrapolated to the basis set limit. On the whole
using LMP2/cc-pVTZ(-f) derived charge distributions leads
to better agreement of the model with the target quantum
chemical dimer extrapolated binding energies than does the
use of B3LYP/cc-pVTZ(-f) derived charge distributions. As
a result of this, it was possible to derive exchange repulsion
parameters which gave somewhat better agreement with the
extrapolated binding energies when LMP2, rather than DFT,
was employed for calculating the permanent charge distribu-
tions. Consequently, charge distributions should be derived
from LMP2 in order to maintain maximum consistency with

µ′i ) Ri(F
q
i + Fµ

i + Fµ′
i) (9)

Eself ) 1/2Σµ′i(F
q
i + Fµ

i + Fµ′
i) (10)

Epol ) Eself - Σµ′i(F
q
i + Fµ

i + 1/2F
µ′

i) (11)

Epol ) -1/2Σµ′i(F
q
i + Fµ

i) (12)

EPFF) Estr + Ebend+ Etor + Enb + Eq/q + Eq/u + Eu/u + Epol

(1)

Estr ) ΣKb(b - bo)
2 (2)

Ebend) ΣKθ(θ - θo)
2 (3)

Etor ) 1/2Σ{V1[1 + cos(æ)] + V2[1 - cos(2æ)] +
V3[1 + cos(3æ)] + V4[1 - cos(4æ)]} (4)

Enb ) 1/2Σ{Aij/Rij
12 - Bij/Rij

6 + Cij exp [-Rij/σij]} (5)

Eq/q ) 1/2Σqiqj/Rij (6)

Eq/u ) -ΣµiF
q
i (7)

Eu/u ) -1/2ΣµiF
µ

i (8)

Modeling of Protein-Ligand Interactions J. Chem. Theory Comput., Vol. 1, No. 4, 2005697



the derived exchange repulsion parameters. Nevertheless,
geometry optimizations can be performed at the DFT level,
so only single point LMP2/cc-pVTZ(-f) calculations are
required, leading to reasonable computational expense as
compared with other aspects of the overall modeling protocol.
The LMP2 charge distributions are expected to be close to
the results one would obtain with fully converged high level
quantum chemical calculations. Pseudospectral LMP2 meth-
ods in the Jaguar program40 were used to carry out the LMP2
calculations.

Because of the accuracy of the LMP2 charge distributions,
charges and dipoles (both permanent and induced) were
allowed to interact without scaling for interactions in which
atoms were separated by three (or more) bonds (e.g., 1-4
interactions). As usual for force field calculations, interactions
between charges (and dipoles) were not included for atom
pairs separated by one or two bonds.

Charges and permanent dipoles were determined from fits
of the LMP2/cc-pVTZ(-f) esp, as discussed above, with
appropriate constraints and restraints. Eigenvalues calculated
by singular value decomposition were consistently very small
for the permanent dipoles on buried atoms that were
surrounded by other atoms. This is an indication that the
permanent dipoles for these atoms are small. These atoms
could not be sampled well enough to distinguish the esp due
to the charges and dipoles. Consequently, the permanent
dipoles on tetrahedrally bonded atoms, such as the carbon
and phorphorus atoms in alkyl and phosphate groups, were
constrained to a value of 0 (i.e., permanent dipoles were not
placed on these atoms). To prevent the occurrence of large
(physically unrealistic) charges and dipoles, a penalty func-
tion (0.2p2) was also used as a restraint, wherep is the charge
or dipole parameter value. This penalty function was applied
to each charge and (permanent) dipole parameter and was
added to the total sum of squared deviations (for the fit of
the esp), which was then minimized.

Once the procedure for determining the permanent charge
distribution is obtained, the next step is to fit polarizability
parameters to reproduce the response of the model molecules
to applied electric fields. Dipole probes were used to apply
an electric field to the molecule, and these probes consisted
of two point charges (0.7815 and-0.7815 e) separated by
0.5774 Å, so that the molecules were exposed to fields which
are similar to those that occur in an aqueous solvent. These
point charges were used to probe the polarization response
of an atom by placing a probe near the atom and then using
quantum mechanics to determine the energy of interaction
between the molecule and probe, as described below. All
atoms, except for those in alkyl groups, were similarly
probed.

Dipole probe positioning depended on each atom’s bond-
ing and hybridization. Whenever possible, probes were
placed in hydrogen bonding positions. For oxygen and sulfur
with sp2 or sp3 hybridization, the two point charges were
oriented along the axis through the atom and lone pair
position, and two probes were utilized in these cases (i.e.,
one probe for each lone pair). Probes for terminal atoms were
placed along the bond axis (e.g., along the N-H bonds in
formamide) for H, F, Cl, N (e.g., nitriles) and O and S atoms

(without sp2 or sp3 hybridization, as in methoxide anion,
phosphates, and sulfates). For pyramidal atoms, the probes
were placed along the pyramidal axis, so that in the case of
amine nitrogen, the probe was placed along the axis from
the nitrogen to the lone pair. In all of these cases the probes
were placed at a distance of 1.8 Å from H, N, O, and F and
at a distance of 1.9 Å from P, S, and Cl. For planar atoms,
such as sp2 C and N in amides or C in aromatic rings, the
probe was placed along the axis through the atom and
perpendicular to the plane (at a distance of 2.0 Å from the
plane). For tetrahedral N, P, and S a line was drawn through
a bond, and a probe was placed on the other side of the
tetrahedral atom (at a distance of 1.8 Å from N and 1.9 Å
from P and S). Four of these probes (corresponding to the
four bonds) were created for each tetrahedral atom, and then
those probes with the closest contacts (to the atoms bonded
to the tetrahedral atom) were discarded. Although the
polarizability model used here is isotropic, while polarization
is inherently anisotropic, the parametrization procedure
employed here is optimized to reproduce the polarization
response in the direction of greatest importance for inter-
molecular interactions. For example, oxygens and sulfur are
probed in the lone pair direction, arenes are probed perpen-
dicular to the plane of the aromatic ring, and terminal bonds
are probed along the bond axis.

When point charges are placed near a molecule, the
quantum mechanical interaction energy is given by

and

where Eelec and Epol are the electrostatic and polarization
components of the interaction energy. Other high intensity
field terms (i.e., hyperpolarization) can be neglected at field
strengths typical of biomolecular systems, and all other
interaction terms (e.g., exchange repulsion and dispersion)
are nonexistent in this case. As demonstrated in the Ap-
pendix, the electrostatic and polarization components of the
interaction energy vary linearly and quadratically, respec-
tively, with the field strength, and this variance in the field
strength dependence allows these two energy components
to be separately determined. For example, the Appendix
demonstrates that for the case of two point charges (q1 and
q2) the electrostatic and polarization energy components of
the interaction energy are given by

In eq 15 C1 and D1 are the molecule’s electrostatic
potential evaluated at the location of the two charges, while
C2, D2, and C11 are coefficients that are determined from
derivatives of the interaction energy with respect to the point
charges (evaluated at point charge values of 0). Since these
derivatives can be readily evaluated by the method of finite
differences, the polarization energy component of the

E ) E(molecule+ point charges)-
E(isolated molecule)- E(point charges) (13)

E ) Eelec+ Epol (14)

Eelec) C1q1 + D1q2 (15)

Epol ) C2q1
2 + D2q2

2 + C11q1q2 (16)
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interaction energy can be calculated from quantum mechanics
and also from PFF. Thus, the PFF atomic polarizabilities
can be parametrized to reproduce polarization energies
calculated from quantum mechanics, and this can be done
prior to determining the charges and permanent dipoles for
the molecule.

The example in Table 1 demonstrates the procedure for
deriving atomic polarizabilities for formamide. As previously
described, the hydrogens were probed along the N-H and
C-HC bonds, and the C and N were probed perpendicular
to the plane of the atom, while O was probed along the line
between the O and the two lone pairs. Thus, there were two
dipole probes for the oxygen and one each for all other atoms.
For each system, which consisted of the formamide molecule
with one dipole probe, the LMP2/cc-pVTZ(-f) polarization
energy was calculated from eq 16, and the resulting polariza-
tion energies are given in the third column of Table 1. LMP2/
cc-pVTZ(-f) calculations were used for maximum compat-
ibility of the polarizability parameters with the charge and
permanent dipoles, which were also determined at this level
of theory.

The PFF polarization energy was also computed from eq
16, and the atomic polarizability parameters (in eq 9) were
adjusted to reproduce the LMP2 polarization energy. This
was done with a sequential and iterative procedure. The
polarizability parameter for the first atom, which is a polar
hydrogen, was adjusted to reproduce the LMP2 polarization
energy (-0.636 kcal/mol) for the system in which this
hydrogen was probed. Then, the polarizability parameter for
the second atom, which was also a polar hydrogen, was
similarly adjusted to fit the-0.639 kcal/mol polarization
energy for the system in which this hydrogen was probed.
This process was repeated for each system, but only one
probe was used during the fitting procedure for the oxygen.
This procedure then was repeated several times until
convergence was reached. The end result is that 6 atomic
polarizability parameters were fitted to 6 LMP2 polarization
energies. In the case of the oxygen atom there were two
systems in which the oxygen was probed from different
directions (corresponding to probing the two lone pairs). The
system with the-1.883 kcal/mol LMP2 polarization energy
was fitted, but the resulting 6 atomic polarizabilities also
reproduced the-1.825 kcal/mol LMP2 polarization energy
for the other system in which the oxygen atom was probed.
The percentage error in this latter case was-0.21%, which
was less than the 1.0% convergence criteria. If the error had

exceeded the 1.0% convergence criteria, the target polariza-
tion energy would have been adjusted somewhat so that the
polarization energy for both systems with the oxygen probe
were fitted equally well. Thus, even when there are two
probes for a single atom, there will still be only a single
target function (i.e., polarization energy) per atom. Therefore,
the 6 optimized polarizability parameters (given in column
2) are the nearly exact solution to 6 nonlinear equations for
the ab initio polarization energies (given in column 3), as
seen by the close agreement (in column 4) of the resulting
PFF polarization energies.

Note that the polarization energy for the carbon atom probe
(-1.699 kcal/mol) is almost as large as the energy for the
nitrogen atom probe (-1.839 kcal/mol), even though the
carbon polarizability (0.766 A3) is much smaller than for
the nitrogen (1.291 A3). The reason for this is that the carbon
is in close proximity to two much more polarizable atoms
(i.e., oxygen and nitrogen). As a result the dipole probe for
the carbon atom also substantially polarizes the oxygen and
nitrogen, and the net polarization energy results from the
polarization of all atoms. The effect of these overlapping
polarizations (i.e., each probe polarizes all atoms and not
just the closest atom) is sorted out by the simultaneous
solution to the system of N equations (for the polarization
energy) with N unknowns (i.e., atomic polarizability param-
eters).

This procedure was used to optimize polarizability pa-
rameters for each atom (except for alkyl carbons and
hydrogens) in 153 molecules representing a wide variety of
functional groups. Alkyl carbon and hydrogen atoms, which
were assigned atomic polarizability parameter values of 1.223
and 0.25 Å3, were the only atoms that were not probed (and
parametrized). A common value for the polarizability of
various types of atoms, such as the hydroxyl oxygen in
alcohols, was obtained by averaging the polarizability found
for all atoms of this type. For cases in which there were
large variations within a group, than averages were performed
over smaller groups with consistent polarizability values. For
example, the polarizabilities for nitrogen in primary (1.36
Å3), secondary (1.15 Å3), and tertiary (0.97 Å3) amides were
distinguished, due to large variations. The latter variations
were caused by resonance effects, wherein nitrogen alkylation
stabilizes resonance structures with delocalization of the lone
pair on the nitrogen. The resulting delocalization reduces the
lone pair electron density in the vicinity of the nitrogen atom,
which in turn reduces the nitrogen polarizability.

After classifying the polarizability parameters, they were
placed into parameter files and atom typing algorithms are
used to identify which atomic polarizability parameter to
assign to each atom in ligands outside the 153 molecule
training set.

In computing the polarizabilities, we deliberately do not
employ extended basis sets; the smallest exponents in the
basis set have values for which the basis function would not
strongly overlap a neighboring molecule in the condensed
phase. As is discussed in detail elsewhere,20 the use of
extended (diffuse) basis functions in computation of the
polarizability in the gas phase is of course correct but leads
to serious overpolarization in the condensed phase (as has

Table 1. PFF and LMP2/cc-pVTZ(-f) Polarization Energies
Are Compared for Formamide Interacting with Dipole
Probes for Each Atom

polarization energy (kcal/mol)

atom
polarizability

(Å3) QM PFF difference
%

difference

H 0.207 -0.636 -0.633 0.003 -0.43
H 0.207 -0.639 -0.640 -0.001 0.18
HC 0.346 -0.940 -0.945 -0.005 0.53
C 0.766 -1.699 -1.698 0.001 -0.04
N 1.291 -1.839 -1.838 0.001 -0.06
O 0.891 -1.883 -1.884 0.000 0.02
O 0.891 -1.825 -1.821 0.004 -0.21

Modeling of Protein-Ligand Interactions J. Chem. Theory Comput., Vol. 1, No. 4, 2005699



been observed by us and others empirically). We hypothesize
that the reason for this is that in the condensed phase, diffuse
functions have high energy due to the Pauli exclusion
principle and Coulomb repulsion; they overlap with occupied
orbitals of neighboring molecules, which generate matrix
elements leading to higher energies. Simply removing these
functions from the basis set is a heuristic approach to
correcting the problem but appears to work well in our small
molecule liquid-state simulations, which have been described
in detail.20

Given a complete set of polarizability parameters, we next
determine the nonbonded atomic parameters by fitting
hydrogen bond energies and geometries of a large set of
molecular dimers. Hydrogen bond energies are computed
quantum mechanically, using an LMP2 based extrapolation
procedure (described in detail elsewhere41), which has been
benchmarked to yield an accuracy of better than∼0.5 kcal/
mol in comparison with high level correlated quantum
chemical calculations. Results for a suite of 140 dimers are
presented in detail below.

The model compounds used in the dimer calculations are
typically small molecules with little conformational flex-
ibility. Nevertheless, geometry optimization of the FF
structures is required to compute the hydrogen bond energies.
This process therefore has to be performed iteratively in
parameter space; for the initial development of the non-
bonded parameters, initial guesses for torsions are employed;
after torsions are fitted, the dimers are reexamined, and the
nonbonded parameters are reoptimized if necessary.

Once a complete set of nonbonded parameters are avail-
able, the next step is the development of torsional parameters.
As was mentioned above, stretches and bends are taken from
our fixed charge parametrization. Torsions are fit to quantum
chemical data computed at the LMP2/cc-pVTZ(-f)//B3LYP/
6-31G* level. Using the almost identical set of model
compounds as have been employed in developing the
OPLS_2003 fixed charge force field, 975 new torsional
parameters have been fit, which leads to a total of 2281
torsion types and which includes protein specific types and
torsion types of nonrotatable bonds. The average RMSD of
the PFF and quantum chemical conformational energy
differences defining our test suite is 1.02 kcal/mol which is
comparable in size to the RMSD when a fixed charge
functional form is employed (RMSD)0.77 kcal/mol). Ad-
ditional torsions will be added as new model compounds
are added to the database, something that we expect will be
an ongoing process.

The final set of parameters for amides, amines, alcohols,
carboxylate anions, and ammonium cations are listed in
Tables 2-9. Table 2 lists the symbolic atom types for atoms
in molecules with these functional groups, and these are used
to define the stretch, bend, torsion, and out-of-plane param-
eters in Tables 3-6. The Lennard-Jones parameters are listed
in Table 7, and the exponential repulsion and polarizability
parameters are in Table 8. Equations 1-12 define these
parameters. Table 9 lists solvation parameters, which are
defined in section III.

The most complex aspect of the parametrization process
is the fitting of the nonbonded parameters to agree with the

quantum chemical hydrogen bond energies and geometries.
Our work on parametrizing small molecules for liquid-state
simulations has demonstrated (admittedly for a relatively
small set of test cases) that properly fitting accurate quantum
chemical data for these quantities in the gas phase leads to
good thermodynamic properties in the condensed phase, an
average error less than 0.5 kcal/mol for the heat of vaporiza-
tion and less than 5% for the density, comparable to what is
obtained when a fixed charge force field is fit directly to
experimental data. However, obtaining agreement with the
quantum chemical results and having that agreement be
transferable to a significant number of heterodimer com-
plexes (as well as the homodimers employed in our liquid-
state parametrization work) is a highly challenging task, and

Table 2. Symbolic Atom Types Used To Define Stretch,
Bend, Torsion, and Out-of-Plane Parameters for Alcohols,
Amides, Amines, Ammonium Cations, and Carboxylate
Anions

C amide carbon
CA arene carbon
CO3 carboxylate carbon
CT alkyl carbon
H polar hydrogen in amines/amides
HC alkyl and nonpolar amide hydrogen
HNP ammonium hydrogen
HO alcohol hydrogen
N amide nitrogen
NE arylamine nitrogen
NP ammonium nitrogen
NT aliphatic amine nitrogen
O amide oxygen
OH alcohol oxygen
O2Z carboxylate oxygen

Table 3. Stretch Parametersa

Kb bo type

340.000 1.090 HC-CT
268.000 1.529 CT-CT
317.000 1.510 CT-CA
469.000 1.400 CA-CA
367.000 1.080 HA-CA
334.643 1.101 HC-C
570.000 1.229 O-C
490.000 1.335 N-C
434.000 1.010 N-H
317.000 1.522 CT-C
337.000 1.449 N-CT
434.000 1.010 NT-H
434.000 1.010 H-NE
434.000 1.010 NP-HNP
382.000 1.448 NT-CT
481.000 1.340 NE-CA
367.000 1.471 NP-CT
320.000 1.410 OH-CT
553.000 0.945 OH-HO
450.000 1.364 OH-CA
317.000 1.522 CT-CO3
400.000 1.490 CA-CO3
656.000 1.250 O2Z-CO3

a Units for Kb and bo are kcal/mol/Å2 and Å.
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one which also tests the adequacy of the nonbonded
functional form.

Table 10 presents results for 140 dimers representing a
large variety of functional groups. An attempt was made to
include functional groups bonded to aliphatic, vinyl, and
aromatic groups as well as neutral and charged forms of
functionalities that are acidic or basic. In addition, for
functional groups that can act as both hydrogen donors and
acceptors (e.g., alcohols and amines), dimers with both types
of interactions (i.e., hydrogen donating and accepting) were
included. In some cases a relatively small number of
molecules were used to represent various functionalities, such
as those with sulfur, including thioacetone, thiazole, thiols,
sulfides, sulfide anions, thioacetate anions, sulfonic acids,
sulfamides, sulfoxides, sulfones, and other related function-
alities. In other cases (e.g., alcohols, amines, nitro groups,

and phosphates) many members of a functional group were
included, to get an understanding of how transferable the
exchange repulsion parameters were. It can be seen that the
average errors in hydrogen bond energies are on the order
of 0.6 kcal/mol, with a very small number of outliers
displaying individual errors greater than 1 kcal/mol. The
ability to adequately reproduce the binding energies of the
heterodimers for a significant number of functional group
classes is particularly noteworthy.

One particular class of compounds that has given a great
deal of trouble in developing fixed charge force field
parameters are the amines.47 Initially, virtually all fixed
charge force fields were unable to reproduce the trend in
solvation free energy as methyl groups were added to

Table 4. Bend Parametersa

Kθ θo type

80.000 120.400 O-C-CT
48.218 123.439 O-C-HC
62.898 111.761 N-C-HC
70.000 116.600 N-C-CT
80.000 122.900 O-C-N
63.000 120.000 CA-CA-CA
35.000 120.000 HA-CA-CA
70.000 120.000 CA-CA-OH
70.000 120.000 CT-CA-CA
70.000 120.100 NE-CA-CA
85.000 120.000 CA-CA-CO3
70.000 117.000 O2Z-CO3-CT
80.000 126.000 O2Z-CO3-O2Z
80.000 120.400 CA-CO3-O2Z
33.000 107.800 HC-CT-HC
37.500 110.700 HC-CT-CT
58.350 112.700 CT-CT-CT
35.000 109.500 HC-CT-C
35.000 109.500 N-CT-HC
35.000 109.500 HC-CT-OH
50.000 109.500 OH-CT-CT
63.187 113.715 OH-CT-CA
35.000 109.500 NT-CT-HC
56.200 109.470 NT-CT-CT
35.000 109.500 NP-CT-HC
35.000 109.500 HC-CT-CO3
23.749 111.033 CT-CT-CO3
80.000 111.200 CT-CT-NP
35.000 119.800 H-N-C
35.000 120.000 H-N-H
50.000 121.900 CT-N-C
38.000 118.400 H-N-CT
50.000 118.000 CT-N-CT
35.000 113.500 H-NE-CA
35.000 109.500 HNP-NP-CT
35.000 109.500 HNP-NP-HNP
62.035 112.251 CT-NP-CT
35.000 109.500 H-NT-CT
43.600 106.400 H-NT-H
51.800 107.200 CT-NT-CT
55.000 108.500 HO-OH-CT
35.000 113.000 HO-OH-CA

a Units for Kθ and θo are kcal/mol/rad2 and degrees.

Table 5. Torsion Parametersa

V1 V2 V3 type

0.000 0.000 0.300 HC-CT-CT-HC
0.000 0.000 0.300 CT-CT-CT-HC
0.713 0.008 0.574 CT-CT-CT-CT
0.000 0.000 0.934 HC-CT-CT-OH

-0.675 -0.226 0.000 CT-CT-CT-OH
-4.034 0.000 0.000 OH-CT-CT-OH
-1.013 -0.709 0.473 HC-CT-CT-NT

6.439 -3.041 2.285 CT-CT-CT-NP
0.000 7.250 0.000 CA-CA-CA-CA
0.000 7.250 0.000 CA-CA-CA-HA
0.000 7.250 0.000 CT-CA-CA-HA
0.000 7.250 0.000 CA-CA-CA-CT
0.000 7.250 0.000 CA-CA-CA-OH
0.000 7.250 0.000 NE-CA-CA-CA
0.000 7.250 0.000 NE-CA-CA-HA
0.000 0.000 0.000 CA-CA-CT-HC
0.615 1.248 0.680 CA-CA-CT-OH
0.000 0.000 0.000 HC-CT-C-O
0.000 0.000 0.000 HC-CT-C-N
0.000 9.917 0.000 H-N-C-HC
0.000 4.900 0.000 H-N-C-O
0.000 6.089 0.000 CT-N-C-O
2.300 6.089 0.000 CT-C-N-CT
0.000 4.900 0.000 CT-C-N-H
2.834 -0.673 -0.488 CT-N-C-HC
0.000 0.000 -0.139 C-N-CT-HC
0.000 0.000 0.000 H-N-CT-HC
0.000 0.000 0.000 CT-N-CT-HC
0.000 0.000 0.400 H-NT-CT-HC
0.000 0.000 -0.271 CT-NT-CT-HC

-0.190 -0.417 0.418 CT-CT-NT-H
0.000 3.138 0.000 CA-CA-NE-H
0.000 0.000 0.261 HNP-NP-CT-HC
0.000 0.000 0.189 CT-NP-CT-HC
0.895 -0.212 0.454 CT-CT-NP-CT
0.000 0.000 0.347 CT-CT-NP-HNP
0.000 0.000 0.416 HC-CT-OH-HO
1.107 -0.243 0.471 CT-CT-OH-HO

-0.104 0.042 2.066 CA-CT-OH-HO
0.000 1.682 0.000 CA--CA-OH-HO
0.000 0.000 0.000 HC-CT-CO3-O2Z
2.858 1.055 0.000 CT-CT-CO3-O2Z
0.000 2.444 0.000 CA-CA-CO3-O2Z
0.000 7.250 0.000 CA-CA-CA-CO3

a Units are kcal/mol.
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ammonia; we attributed this problem to gross deviations of
force field amine-water binding energies from accurate
quantum chemical data.42 Subsequently, Jorgensen and co-
workers showed that modification of the model (most
importantly the charge distributions on primary, secondary,
and tertiary amine nitrogens) to achieve better agreement
with the quantum chemical hydrogen bonding data results
in qualitatively improved hydration free energy trends;43

however, this required ad hoc adjustment of the charge
parameters, which were not derivable from for example ESP-
fitting data. It is gratifying to note that in Table 10, the
binding energies of the various amines with water accurately
reproduce quantum chemical data, using the standard fitting
protocols that we apply to all of the compounds in our
training set. This demonstrates that the functional form and
parametrization protocol we are employing is powerful
enough to handle a very challenging case, for which fixed
charge force fields failed qualitatively in the past.

To further assess the accuracy of PFF interaction energies,
a dimer set consisting of various combinations of water,
methanol, dimethyl ether, acetone, formamide, acetamide,
N-methylformamide, andN-methylacetamide was con-
structed, and both the cis and trans conformers of the latter
two molecules were included. The PFF and (high level) ab
initio binding energies for this set are compared in Table
11, wherein it can be seen that the rms deviation is 0.6
kcal/mol, which is the same as obtained in Table 10. The
binding energy results in Table 10 correspond almost
exclusively to binding with water, while Table 11 indicates
the same level of accuracy for binding to 7 other molecules,
including amides, which are the building blocks for proteins.
Binding energy comparisons for 182 distinctive dimer
structures are presented in Tables 10 and 11.

Agreement for hydrogen bond lengths in some cases
appears somewhat problematic, on the order of 0.1 Å.
However, errors of this magnitude typically occur when the
hydrogen bond is weak and the potential energy surface
relatively flat. In such cases, the exact location of the
minimum is not critical for obtaining reasonable predictions
of key condensed phase properties, as our liquid-state
simulation results indicate. Of course, individual cases may
still be cause for concern; this can be ascertained, however,
only by deploying the relevant parameters in a realistic
condensed phase application.

C. Construction of a Complete PFF Gas-Phase Param-
etrization for a New Molecule. To assemble a PFF
parameter set for a new molecule, the following steps must
be executed:

(1) Atom typing software is used to assign atom types to
each atom of the molecule.

(2) Quantum chemical calculations of the electrostatic
potential at the LMP2/cc-pVTZ(-f) level are used to generate
the permanent charge parameters (i.e. atomic point charges
and dipoles) specific to the particular molecule in question.
An automated least-squares fitting procedure is used to
generate charges and permanent dipoles that reproduce the
ab initio electrostatic potential. Multiple conformations can
be used to simultaneously fit permanent charges and di-
poles, when desired. Ordinarily, the fit of data from multiple
conformations has not been found to be necessary.

(3) Using the atom types, the program assigns parameters
for atomic polarizability, nonbonded atom-atom pair inter-
actions, stretches, bends, and torsions.

III. Self-Consistent Reaction Field Continuum
Solvation Methodology Based on Solution of
the Poisson -Boltzmann Equation
In a continuum solvation model, aqueous solvent is repre-
sented as a continuum of dielectric 80. Solution of the
Poisson-Boltzmann (PB) equation27 provides the electric
field in all of space, including the reaction field of the sol-
vent, for a fixed solute charge distribution and dielectric
boundary. In previous publications, we have described our
PB solver, PBF, which computes not only solvation free
energies but also analytical gradients of the solvation free
energy, for an arbitrary solute geometry, using finite element
methods.28-30,44,45A Gaussian surface, constructed based on
atomic dielectric radii, is employed to describe the dielectric
boundary. The present software package utilizes PBF as an
integral component of the solvation model.

As is well-known, in a continuum model the reaction field
of the solvent can be exactly represented as a distribution of
charge on the dielectric surface (surface charge). Further-
more, the surface charge is readily computed from the
solution to the PB equation as proportional to the discontinu-
ous jump in the electrostatic potential across the dielectric
boundary in the normal direction. These surface charges can
then be used to represent the electric field due to the solvent,
which induces additional polarization in the solution, which
in turn can be computed via the polarizable force field.

In fact, the problem of determining the solute polarization
and reaction field for a given solute configuration using a

Table 6. Improper Torsion Parameters (kcal/mol)a

V2 type

21.0 HC-N-C-O
21.0 CT-N-C-O

2.2 CA-HA-CA-CA
2.2 CA-CA-CA-CT
2.2 CA-OH-CA-CA
2.2 CA-NE-CA-CA

21.0 O2Z-CT-CO3-O2Z
21.0 O2Z-CA-CO3-O2Z

2.0 H-C-N-H
2.0 H-C-N-CT
2.0 CT-C-N-CT
2.0 H-CA-NE-H

a The third atom in the second column specifies the out-of-plane
atom. The V1 and V3 terms (see eq 4) are 0.

Table 7. Lennard-Jones Parametersa

A B SMARTS description

7500.0 740.0 [#6] all carbon
600.0 20.0 [#1] [#6] hydrogen bonded to carbon

4000.0 900.0 [#7] all nitrogen
3500.0 950.0 [#8] all oxygen

a Units for A and B are Å12 kcal/mol and Å6 kcal/mol (see eq 5).
Parameter assignments are made according to the SMARTS
pattern.

702 J. Chem. Theory Comput., Vol. 1, No. 4, 2005 Maple et al.



polarizable force field is isomorphic to the same problem
when the solute is represented by a quantum mechanical
Hamiltonian. The latter is a problem we have already
addressed, and the solutionsa self-consistent reaction field
(SCRF) methodologysis described in detail in previous
publications.28,29 Briefly, one first computes the gas-phase
charge distribution of the solute, then solves the PB equation
using this charge distribution, calculates the surface charge,
and then determines the new charges on the solute by solving
the solute equationsseither quantum mechanical or those
of the PFFsin the field of the surface charges. This process
is iterated until self-consistency is achieved.

To develop an SCRF methodology for PFF, one simply
replaces the quantum chemical Hamiltonian with the PFF
Hamiltonian. The principal additional complication in the
present case is the presence of dipoles, in addition to point
charges, in the PFF functional form, but this is a technical
issue that is easily addressed (e.g., by treating each dipole
as closely spaced point charges). More challenging is making
the methodology efficient for large systems; in the QM case,
the SCRF methodology has principally been applied to
systems of fewer than 200 atoms, whereas in the present
case it must be made to converge for thousands of atoms,
with an acceptable level of noise in the gradient. There are
similarly performance issues associated with having to solve
the PB equation numerous times for a large system, calculate
gradients, etc. We have developed a considerable amount
of new technology, which will be discussed in more detail
elsewhere, to accomplish this task. A key component is that
the PB forces are evaluated infrequently, as they vary

relatively slowly with geometry, to reduce the computation
time. We have also designed the methodology to enable
specifying frozen regions of the protein. This is essential
for practical applications in which one wishes to focus on
the ligand and nearby active site residues, for reasons of both
efficiency and reduction of random noise in the total energy.

To have any hope of achieving accurate results for a
dielectric continuum methodology, it is necessary to param-
etrize the dielectric radii as well as a nonpolar (cavity) term
representing the energetics associated with immersing the
solute in water in the absence of charge on the solute (but
including the van der Waals interaction between solute and
solvent).46,47We use the nonpolar functional form developed
by Levy and co-workers46,47 which has been shown to be
significantly more accurate than a simple surface area model
for the nonpolar term.

The solvation free energy model we used for the PFF/
PBF/NP parametrization can be described by the following
equations46

where∆Gsolv is the total solvation free energy;∆Gelec is the
electrostatic solvation free energy, including the free energy
components of both the reaction field of the continuum

Table 8. Exponential Repulsion and Polarizability Parametersa

σ C R SMARTS description

0.3209 10417.0 1.22 [CX4] CT alkyl carbon
0.25 1500000.0 1.49 [c] CA arene carbon
0.25 300000.0 0.83 [CX3H](dO)[#7X3H2] C formamide
0.25 500000.0 0.83 [CX3](dO)[#7X3] C amide
0.25 10000.0 0.815 [CX3]()[O])[O-] CO3 carboxylate anions
0.2385 5563.3 0.25 [#1]C HC alkyl hydrogen
0.2385 2000.0 0.39 [#1][c] HA arene hydrogen
0.2385 2000.0 0.25 [#1][CX3;H](dO)[#7] HC amides
0.20 10.0 0.24 [#1][N]∼[*])O H amides
0.20 160.0 0.24 [#1][N] H amines

0.0 0.22 [#1][OX2] HO alcohol
0.20 10.0 0.24 [#1][#7X4+ HNP ammonium cations
0.28 150000.0 1.36 [NX3H2][CX3](dO)[#1] N formamide
0.28 200000.0 1.36 [NX3][CX3H2])O N acetamide
0.28 100000.0 1.085 [NX3H][CX3H])O N N-methylformamide
0.28 160000.0 1.15 [NX3H][CX3])O N N-methylacetamide
0.28 90000.0 0.97 [NX3H0][CX3])O N N,N-dimethylacetamide
0.28 70000.0 1.33 [NX3] NT aliphatic amine
0.28 70000.0 1.42 [NX3]-[a] NE arylamine
0.28 49000.0 0.44 [NX4+] NP ammonium cations
0.253 320000.0 0.91 O)[CX3][#7X3H2] O primary amide
0.253 450000.0 0.91 O)[CX3][#7X3H] O secondary amide
0.253 700000.0 0.91 O)[CX3][#7X3] O tertiary amide
0.233 700000.0 0.77 [OX2H] OH alcohol
0.253 520000.0 0.97 [OX1]∼[CX3]∼[OX1] O2Z carboxylate anions

a Parameter assignments are made according to the SMARTS pattern. The symbolic atom types in the last column are included only for
the purpose of providing an additional aid to understanding the parameter assignments. Units are Å, kcal/mol, and Å3 for σ, C, and R (see eqs
5 and 9).

∆Gsolv ) ∆Gelec+ ∆GNP (17)

∆GNP ) ∑
i ) 1

N

[γiAi + RiSi] (18)

Si ) 1/{1 + Bi exp[-12.0 (1.5/Bi - 0.4)]/1.5} (19)
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solvent and the polarization of the solute molecule.∆GNP is
the nonpolar (NP) solvation free energy;γi, Ai, Ri, andSi

are the surface tension coefficient, the solvent accessible
surface area, the vdW/correction coefficient, and the switch-
ing function for atomi, respectively.Bi is the Born radius
of atomi, which is defined by our Surface Generalized Born
(SGB)48 solvent model. The purpose of the switching
function is to switch off the van der Waals interaction and
hydrogen bond interaction of the solute atom with the solvent
as the atom is buried deeper and deeper in the solute
molecule.46,47 The Born radius is used as a measure of how
deeply an atom is buried in a molecule. The advantage of
using the Born radius, rather than using the distance from
the surface, is that the Born radius takes into account the
overall geometry/cavity shape of the whole solute molecule.

The training set for the solvation parametrization includes
147 small molecules. The molecules were picked to cover
all the typical functional groups and chemical varieties for
which the experimental solvation free energies can be found
in the literature.

The basic protocol of the parametrization is fitting the
molecules class by class, starting with the alkanes. The NP
solvation energies and the corresponding parameters, which
were originally fitted for the fixed charge SGB solvent model
with the same set of molecules, were taken as the initial guess
of the NP component of the current PFF/PBF/NP param-

etrization. Then, the total computed solvation energies were
fitted to the experimental data by varying the PBF dielectric
radii. Finally, the NP parameters and PBF radii were further
adjusted in an iterative fashion. For the sake of the
parametrization convenience, the cavity radii for the NP term
have been fixed to be the same as the OPLSAA vdW radii.
In this way, the electrostatic and the NP components of the
solvation energies can be adjusted independently. Moreover,
the same switching function used for the SGB model (as
described by eq 19) was applied with no modification.
Further optimization of the switching function will be
considered in our future development. Table 9 lists the final
solvation parameters for amides, amines, alcohols, carboxy-
late anions, and ammonium cations.

Table 12 presents experimental and calculated solvation
free energies for 147 small molecule solutes, as computed
by the final optimized SCRF model. Table 13 presents the
summary of the error analysis of the fitted solvation energies
by functional group classes. The average unsigned error of
0.26 kcal/mol for 126 neutral molecules and 0.35 kcal/mol
for the whole training set are comparable to that obtained
for a fixed charge model for the same set of solutes.
Parameters are assigned based on the atom types classified
by SMARTS pattern (e.g., see Table 9) based on chemical
functional groups, and these parameters can then be used to
describe an arbitrary organic compound using the atom type

Table 9. PFF/PBF/NB Solvation Parameters (See Eqs 18 and 19), Which Are the Reaction Field Radii (RRF in Å), Nonpolar
Cavity Radii (RC in Å), Surface Tension Coefficient (γ in kcal/mol/Å2), and vdW Correction Coefficient (R in kcal/mol)

RRF RC γ R SMARTS description

2.050 1.750 0.024713 -1.018973 [CX4] alkyl C
2.250 1.775 0.016117 -0.885767 [c] arene C
2.050 1.875 0.012244 -0.466651 [CX3](dO)[NX3;H2] primary amide
2.050 1.875 0.012244 -0.466651 [CX3](dO)[NX3] amide
1.900 1.650 0.012244 -0.466651 [CX3](dO)[O-] carboxylate
1.250 1.250 0.001904 0.513867 [#1][#6] alkyl H
1.555 1.210 0.016117 0.548275 [#1][c] aryl H
1.250 1.250 0.001904 0.513867 [#1][CX4][NX3]CdO in amides
1.250 1.250 0.031394 -0.308647 [#1][CX4][NX3] in amines
1.250 1.000 0.027081 0.206693 [#1][#7] amide/amine H
1.250 1.000 0.001904 -0.100305 [#1][#8] alcohol H
1.000 1.000 0.072353 -0.707296 [#1][#7;+] ammonium H
2.000 1.625 0.020791 -1.020601 [NX3][CX3])O amide N
2.000 1.625 0.020791 -1.020601 [NX3;H2][CX3])O primary amide
1.955 1.650 0.010187 -1.674489 [NX3;H2][CX4] primary amine
1.855 1.650 0.010187 -1.674489 [NX3;H]([CX4])[CX4] secondary amine
1.830 1.650 0.010187 -1.674489 [NX3]([CX4])([CX4])([CX4]) tertiary amine
1.755 1.650 0.010187 -1.674489 [NX3;R](@[CX4])@[CX4] NT amine N
2.215 1.650 0.010187 -1.674489 [NX3]c arylamine N
2.115 1.625 0.010187 -1.909777 [#7X4+] ammonium N
2.025 1.625 0.010187 -1.255859 [NX4+;H1]([CX4])([CX4])[CX4] ammonium
2.025 1.625 0.010187 -3.749130 [NX4+;H0]([CX4])([CX4])[CX4] ammonium
2.025 1.625 0.010187 -1.909777 [NX4+][c] arylammonium
1.685 1.480 0.010211 -0.466651 [OX1])[CX3][NX3] amide O
1.855 1.480 0.010211 -0.466651 [OX1])C[NX3;H2] primary amide
1.625 1.560 0.024713 -0.827593 [OX2H] alcohol O
1.725 1.535 0.024713 -0.827593 [OH][CX4][CX4][OH] diol O
1.625 1.535 0.024713 -0.827593 [OX2H]c phenol O
1.600 1.480 0.010211 -0.606651 [OX1]∼[#6]∼[OX1] carboxylate O
1.550 1.480 0.010211 -0.606651 [OX1]∼[#6](∼[OX1])c arylcarboxylate
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Table 10. Comparison of 140 Binding Energies (kcal/mol) Calculated by Quantum Mechanics and by PFFa

binding energy (kcal/mol)

dimer TZ/QZb PFF diff hydrogen bondsc

Alcohols
methanol homodimer -5.79 -5.66 0.13 OH-HO..OH
methanol -4.95 -5.07 -0.12 OH-HO..OW
phenol -6.85 -6.17 0.69 OH-HO..OW
vinyl alcohol -6.65 -6.21 0.44 OH-HO..OW
ethanol -4.90 -4.86 0.04 OH-HO..OW
tert-butyl alcohol -4.98 -5.46 -0.48 OH-HO..OW
cyclohexanol -4.78 -5.20 -0.42 OH-HO..OW
benzyl alcohol -7.09 -5.93 1.16 OH-HO..OW
ethylene glycol -5.66 -5.99 -0.34 OH-HO..OW
p-nitrophenol -7.98 -7.70 0.29 OH-HO..OW
m-nitrophenol -8.02 -7.47 0.55 OH-HO..OW
methanol -5.49 -5.31 0.18 OW-HW..OH
phenol -4.16 -4.40 -0.24 OW-HW..OH
vinyl alcohol -3.98 -3.88 0.10 OW-HW..OH
ethanol -5.51 -5.32 0.20 OW-HW..OH
tert-butyl alcohol -5.99 -5.66 0.33 OW-HW..OH
cyclohexanol -6.10 -5.91 0.18 OW-HW..OH
benzyl alcohol -4.77 -5.28 -0.50 OW-HW..OH
ethylene glycol -5.77 -5.67 0.11 OW-HW..OH
p-nitrophenol -3.21 -3.60 -0.39 OW-HW..OH
rms )0.43

Ethers and Esters
dimethyl ether -5.18 -5.46 -0.28 OW-HW..OS
methylvinyl ether -4.42 -4.56 -0.14 OW-HW..OS
tetrahydrofuran -6.54 -7.48 -0.93 OW-HW..OS
methylphenyl ether -3.98 -4.70 -0.72 OW-HW..OS
methylformate -2.93 -3.28 -0.35 OW-HW..OS
rms ) 0.57

Aldehydes, Ketones, Esters, and Urea
methylformate -5.74 -6.65 -0.91 OW-HW..O
formaldehyde -5.16 -4.23 0.93 OW-HW..O
acetone -5.88 -5.60 0.28 OW-HW..O
propiolactone -6.54 -5.54 1.00 OW-HW..O
acrolein -5.90 -5.55 0.35 OW-HW..O
acetophenone -5.43 -5.55 -0.13 OW-HW..O
butanal -5.39 -5.40 -0.01 OW-HW..O
urea -9.91 -9.15 0.76 OW-HW..O N-H..OW
rms ) 0.66

Carboxylic Acids
acetic acid -9.47 -9.50 -0.03 OW-HW..O OH-HO..OW
trans,trans-oxalic acid -10.21 -8.61 1.59 OW-HW..O OH-HO..OW
cis,cis-oxalic acid -4.01 -5.13 -1.12 OW-HW..O OW-HW..OH
benzoic acid -9.55 -9.45 0.10 OW-HW..O OH-HO..OW
rms ) 0.98

Oxide Anions
methoxide anion -21.17 -21.45 -0.28 OW-HW..OM
vinyloxide anion -13.15 -13.46 -0.31 OW-HW..OM
N-methylhydroxamate anion -15.62 -15.46 0.16 OW-HW..OM OW-HW..N
acetate anion -18.60 -18.71 -0.11 OW-HW..O2Z OW-HW..O2Z
rms ) 0.23

Nitro and Nitrite Groups
nitrobenzene -3.63 -4.23 -0.60 OW-HW..ON OW-HW..ON
nitrobenzene -4.35 -4.63 -0.28 OW-HW..ON
p-nitrophenol -3.65 -4.43 -0.77 OW-HW..ON OW-HW..ON
m-nitrophenol -3.73 -4.13 -0.40 OW-HW..ON
m-nitroaniline -3.69 -4.34 -0.65 OW-HW..ON OW-HW..ON
nitromethane -3.28 -3.39 -0.12 OW-HW..ON OW-HW..ON
methylnitrite -2.44 -3.03 -0.59 OW-HW..ON
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Table 10 (Continued)

binding energy (kcal/mol)

dimer TZ/QZb PFF diff hydrogen bondsc

Nitro and Nitrite Groups
nitroethylene -3.31 -3.75 -0.44 OW-HW..ON OW-HW..ON
nitrosomethane -3.68 -3.21 0.47 OW-HW..ON
nitroethylene -5.28 -4.15 1.13 OW-HW..ON CM-HC..OW
rms ) 0.61

Aromatic Heterocycles with N and O
imidazole -5.94 -6.55 -0.60 NA5-H..OW
pyrrole -5.22 -5.59 -0.37 NA5-H..OW
pyrazole -7.83 -6.57 1.26 NA5-H..OW OW-HW..N5A
imidazole cation -16.75 -16.94 -0.19 N5P-HNP..OW
pyridine -6.26 -6.10 0.16 OW-HW..NA
pyrimidine -5.60 -5.77 -0.17 OW-HW..NA
tetrazole anion -16.09 -16.26 -0.17 OW-HW..N5M OW-HW..N5M
imidazole -5.15 -6.04 -0.90 OW-HW..N5B
oxazole -4.55 -4.89 -0.34 OW-HW..N5B
1,2,4-oxadiazole -5.12 -4.10 1.02 OW-HW..N5B
isoxazole -4.16 -3.91 0.25 OW-HW..N5A
1,2,4-oxadiazole -3.14 -3.28 -0.14 OW-HW..N5A
furan -2.65 -2.71 -0.05 OW-HW..OA
rms ) 0.57

Amines
ammonia -6.11 -6.10 0.02 OW-HW..N3
methylamine -6.62 -7.30 -0.68 OW-HW..NT
dimethylamine -6.81 -6.38 0.43 OW-HW..NT
trimethylamine -7.31 -6.98 0.33 OW-HW..NT
tert-butylamine -7.33 -7.53 -0.20 OW-HW..NT
aniline -5.40 -5.21 0.19 OW-HW..NE
dimethylamine -2.67 -3.30 -0.63 NT-H..OW
vinylamine -3.91 -3.73 0.18 NE-H..OW
p-nitroaniline -5.28 -5.08 0.19 NE-H..OW
m-nitroaniline -5.68 -5.59 0.09 NE-H..OW
p-cyanoaniline -5.20 -4.79 0.41 NE-H..OW
rms ) 0.37

Imines
formamidine -10.32 -9.75 0.57 OW-HW..NI
formaldehydeimine -6.16 -5.61 0.55 OW-HW..NI
guanidine -7.00 -10.66 -3.66d OW-HW..NE NE-H..OW
butadiene Schiff base -6.43 -7.51 -1.09 OW-HW..NI
butadiene Schiff base -3.40 -3.42 -0.02 NI-H..OW
azomethane -7.75 -7.55 0.20 OW-HW..NN
rms ) 1.59

Imine Cations
guanidinium cation -17.18 -16.61 0.57 NG-HNP..OW
formamidine cation -16.20 -16.22 -0.02 NG-HNP..OW
formamidine cation -18.13 -17.92 0.20 NG-HNP..OW NG-HNP..OW
formaldehydeimine cation -19.76 -19.86 -0.10 NIP-HNP..OW
rms ) 0.31

Nitriles
dimethyldiazomethane -2.82 -3.41 -0.59 OW-HW..NZT
methyl azide -4.01 -3.23 0.78 OW-HW..NZT
acetonitrile -4.76 -4.77 -0.01 OW-HW..NZ
rms ) 0.56

N-Hydroxyl
methylethylhydroxylamine -8.37 -8.24 0.13 OH-HO..OW OW-HW..NT
N-methylhydroxamic acid -7.29 -7.09 0.20 OH-HO..OW OW-HW..N
rms ) 0.17
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Table 10 (Continued)

binding energy (kcal/mol)

dimer TZ/QZb PFF diff hydrogen bondsc

Quaternary Ammonium Salts
methylammonium cation -18.49 -18.77 -0.28 NP-HNP..OW
dimethylammonium cation -17.12 -16.83 0.30 NP-HNP..OW
rms ) 0.29

Fluorides
fluoromethane -3.51 -3.17 0.34 OW-HW..F
1,1,1-trifluoromethane -2.81 -3.01 -0.20 OW-HW..F OW-HW..F
vinylfluoride -2.90 -2.88 0.02 OW-HW..F
rms ) 0.23

Chlorides
1-chloropropane -4.14 -3.67 0.47 OW-HW..Cl
1,1,1-trichloromethane -2.72 -3.03 -0.32 OW-HW..Cl OW-HW..Cl
vinyl chloride -2.56 -2.73 -0.16 OW-HW..Cl
rms ) 0.34

Phosphates and Phosphines
methyl phosphate -12.60 -13.17 -0.57 OW-HW..O2Z OS-HO..OW
phosphineoxide -6.61 -6.86 -0.24 OW-HW..O2Z
trimethylphosphineoxide -9.29 -8.84 0.45 OW-HW..O2Z
CH3-CH2-PO2-CH3 anion -17.89 -17.87 0.02 OW-HW..O2Z OW-HW..O2Z
CH3-NH-PO2-CH3 anion -17.80 -17.43 0.37 OW-HW..O2Z OW-HW..O2Z
CH3-NH-PO2-CH3 anion -16.57 -17.30 -0.74 OW-HW..O2Z OW-HW..NX
CH3-O-PO2-CH3 anion -17.89 -17.25 0.63 OW-HW..O2Z OW-HW..O2Z
phosphoric acid -12.80 -12.30 0.50 OW-HW..O2Z OS-HO..OW
dihydrogenphosphate anion -15.30 -15.98 -0.68 OW-HW..O2Z OW-HW..OS
dihydrogenphosphate anion -16.89 -16.58 0.30 OW-HW..O2Z OW-HW..O2Z
hydrogenphosphate dianion -23.48 -23.74 -0.26 OW-HW..O2Z OW-HW..O2Z
methylphosphine -3.40 -3.21 0.19 OW-HW..PR
trimethylphosphine sulfide -7.75 -7.78 -0.02 OW-HW..ST
rms ) 0.45

Molecules with Sulfur
hydrogensulfide homodimer -1.63 -1.69 -0.06 SH-HS..SH
hydrogensulfide -2.84 -2.59 0.25 SH-HS..OW
thiomethanol -3.00 -2.55 0.45 SH-HS..OW
hydrogensulfide -2.81 -3.22 -0.42 OW-HW..SH
thiomethanol -3.79 -4.39 -0.61 OW-HW..SH
dimethyl sulfide -5.80 -5.27 0.53 OW-HW..S
thioacetone -3.70 -3.56 0.14 OW-HW..S)
thiophene -3.46 -3.67 -0.21 OW-HW..SA
thiazole -6.99 -6.93 0.06 OW-HW..N5B
isothiazole -2.70 -2.86 -0.16 OW-HW..N5A
methyl sulfide anion -10.42 -10.53 -0.11 OW-HW..SM
vinylsulfide anion -14.48 -14.69 -0.22 OW-HW..SM OW-HW..CM
thioacetate anion -14.18 -14.15 0.03 OW-HW..SM2 OW-HW..SM2
CH3-NH-SO2-phenyl -8.41 -8.40 0.01 OW-HW..OY
CH3-NH-SO2-CH3 -9.86 -9.11 0.76 OW-HW..OY
CH3-CO-NH-SO2-CH3 -10.05 -9.72 0.33 OW-HW..OY NS-H..OW
methanesulfonic acid -12.28 -12.80 -0.52 OW-HW..OY OS-HO..OW
sulfamide -8.81 -8.71 0.10 OW-HW..OY NS-H..OW
dimethyl sulfoxide -9.15 -9.23 -0.08 OW-HW..OZ
CH3-SO(NH)(CH3) -7.52 -7.48 0.05 OW-HW..OY NST-H..OW
CH3-SO2-N-CH3 anion -17.04 -17.75 -0.71 OW-HW..OY OW-HW..NM
methylsulfonate anion -14.87 -15.21 -0.33 OW-HW..OY OW-HW..OY
sulfate dianion -18.14 -18.18 -0.04 OW-HW..OY OW-HW..OY
dimethyl sulfone -7.40 -7.92 -0.51 OW-HW..OY
CH3-NH-SO2-CH3 -8.59 -9.56 -0.97 OW-HW..OY NS-H..OW
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assignment algorithms. We do not yet have data that validates
the accuracy of the solvation model in protein and other
complex applications.

IV. Modeling of Proteins and Protein -Ligand
Complexes
A. Protein Force Field. Construction of a protein PFF
represents a special case of the general problem of construct-
ing a PFF for a general organic molecule. Thus, the basic
technology is similar to that discussed above in section II,
although some rules are required for assembling the force
field description of a long polymer from parameters for
individual amino acids (see ref 16 for details). Blocked
dipeptides are used as model molecules for generating
torsional parameters. A large database of rotamer states,
which are identical to that employed in developing our fixed
charge protein force field, is employed to generate the
potential energy surfaces for torsional fitting. The set of
dipeptide and alanine tetrapeptide conformers in Tables 14
and 15 were described elsewhere.16,38The alanine dipeptide
minima were chosen by examination of the completeφ/ψ
map, and all of the alanine di- and tetrapeptide minima are
listed elsewhere.49 For all other dipeptides a molecular
mechanics conformational search was followed by further
HF/6-31G** geometry optimizations with Jaguar. The final
values of the quantum mechanical conformational energies
were determined with single-point LMP2/cc-pVTZ(-f)//
HF/6-31G** Jaguar calculations. These calculations were
performed without solvent for all electrostatically neutral
peptides (in Table 14).

For the charged residues (Table 15), a somewhat different
technique was employed. Gas-phase optimizations could not
be used to obtain the structures, since a geometry with a
favorable gas-phase energy could have a significantly higher
relative energy in aqueous solution for the charged species.
This is why liquid-phase SCRF HF/6-31G** optimizations
were used to find the solvated minimum energy structures.
They were followed by gas-phase, single point LMP2/
cc-pVTZ(-f) calculations to find the final target energies.
Thus, on one hand, the part of the conformational space
relevant in aqueous solutions was sampled, and, on the other
hand, the final quantum mechanical energies were determined
in gas phase and can be compared with the gas-phase PFF
results.

In Tables 14 and 15 we summarize the average RMSDs
achieved by PFF for relative conformational energies of the
various rotamer states, as compared to quantum chemical
data generated at the LMP2/cc-pVTZ(-f) level, for the 20
naturally occurring amino acids. The average RMSD of about
0.6 kcal/mol is comparable to that achieved for our small
molecule training set discussed in section II above, and it is
similar to what is obtained when a fixed charge model is
used. Moreover, the average error for the charged resi-
dues is ca. 1.5 times smaller than with the fixed charge
OPLS-AA/L force field. This suggests that the polarizable
force field does better than OPLS-AA in reproducing
energetics of systems with strong electrostatic interactions,
such as, for example, charged protein residues. To reduce
errors beyond this point, further work likely has to be done
to improve the valence part of the force field (new stretch
and bend parameters, along with cross terms coupling
stretches, bends, and torsions, etc.).

B. Minimization Protocol. As an initial deployment of
PFF in studying protein-ligand complexes, we have devel-
oped a protocol for minimizing such complexes in both the
gas phase and in continuum solvent. Minimization of the
protein in solution, ligand in solution, and protein-ligand
complex in solution allows a crude estimator, which may
correlate with the binding free energy to be obtained; as was
discussed above, these energy differences may also be useful
as a component of a more sophisticated approach. We do
not attempt to use the methodology to address the binding
free energy problem in the present paper; rather, the objective
is to demonstrate that the minimization protocol is robust
with regard to parameter assignment and generation for the
ligands (which requires, of course, deploying the full protocol
for parameter generation described above), does not undergo
polarization catastrophes, and produces reasonable RMSDs
for the proteins and protein-ligand complexes. We also are
able to present an initial calibration of the required CPU time
for these computations, although this should not be regarded
as highly optimized.

We have carried out a number of initial tests of the protein
PFF, for example minimizing protein structures starting from
the crystal structure and computing the RMSD of the final
result as compared to experiment. In carrying out such
minimizations, we begin by minimizing the protein using a

Table 10 (Continued)

binding energy (kcal/mol)

dimer TZ/QZb PFF diff hydrogen bondsc

Molecules with Sulfur
CH3-CO-NH-SO2-CH3 -6.75 -7.22 -0.47 OW-HW..OY OW-HW..O
CH3-SO2-N-CH3 anion -15.34 -15.47 -0.13 OW-HW..OY OW-HW..OY
rms ) 0.40
overall rms 0.58

a All dimers are heterodimers with water, except for the methanol and hydrogen sulfide homodimers. b The TZ/QZ results are binding energies
extrapolated to the basis set limit from LMP2/cc-pVTZ(-f) and LMP2/cc-pVQZ(-g) calculations at dimer structures optimized by LMP2/cc-pVTZ(-
f). c Hydrogen bonds are indicated in the last column, using OW and HW to indicate the oxygen and hydrogen in water and using OPLS2003
symbolic atomtypes for all other atoms. As an example, OH-HO..OW indicates an alcohol oxygen donating a hydrogen to an oxygen in water,
while for OW-HW..OH water donates a hydrogen to the alcohol oxygen. d The amino groups are puckered in the LMP2/cc-pVTZ(-f) optimized
structure of guanidine, while they are planar in the PFF structure. As a result, PFF is no longer able to form a OW-HW..NE hydrogen bond, and
PFF gives a different optimized structure. If the improper torsion potential is adjusted to allow amino puckering in guanidine, PFF will not have
a problem getting the correct dimer structure and binding energy.
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Table 11. Comparison of Binding Energies Calculated by Quantum Mechanics and PFF

binding energyb (kcal/mol)

dimera TZ/QZ PFF diff hydrogen bonds

Amide/Amide Dimers
FOR/FOR -14.23 -14.61 -0.38 N-H..O N-H..O
ACE/ACE -13.92 -14.49 -0.57 N-H..O N-H..O
cNMF/cNMF -15.55 -15.16 0.39 N-H..O N-H..O
cNMA/cNMA -14.97 -13.90 1.07 N-H..O N-H..O
FOR/FOR -7.05 -8.26 -1.21 N-H..O
tNMA/tNMA -7.95 -8.91 -0.97 N-H..O
FOR/FOR -9.62 -8.57 1.05 N-H..O C-HC..O
FOR/FOR -5.23 -5.00 0.23 C-HC..O C-HC..O
FOR/FOR -3.90 -4.79 -0.89 no H-bond (stacked)
ACE/ACE -5.35 -6.13 -0.78 no H-bond (stacked)
tNMA/tNMA -5.98 -7.08 -1.10 no H-bond (stacked)

Water Dimer
H2O/H2O -4.83 -4.81 0.02 OW-HW..OW

Amide/Water Dimers
FOR/H2O -4.97 -5.09 -0.13 N-H..OW
ACE/H2O -4.96 -4.56 0.40 N-H..OW
tNMF/H2O -4.98 -5.52 -0.53 N-H..OW
tNMA/H2O -5.20 -5.07 0.12 N-H..OW
H2O/FOR -5.82 -5.82 0.00 OW-HW..O
H2O/ACE -7.50 -7.47 0.03 OW-HW..O
H2O/tNMF -7.45 -7.66 -0.21 OW-HW..O
H2O/tNMA -7.42 -8.26 -0.85 OW-HW..O
H2O/ACE -6.92 -7.54 -0.63 OW-HW..O CT-HC..OW
H2O/cNMA -6.95 -6.89 0.07 OW-HW..O CT-HC..OW
H2O/FOR -9.32 -8.30 1.02 N-H..OW OW-HW..O
H2O/ACE -9.38 -8.84 0.53 N-H..OW OW-HW..O
cNMA/H2O -9.48 -8.33 1.14 N-H..OW OW-HW..O

Dimers with Methanol
MEOH/MEOH -5.79 -5.66 0.13 OH-HO..OH
H2O/MEOH -5.50 -5.31 0.19 OW-HW..OH
MEOH/H2O -4.95 -5.07 -0.12 OH-HO..OW
FOR/MEOH -5.69 -5.92 -0.23 N-H..OH
ACE/MEOH -5.64 -5.66 -0.02 N-H..OH
tNMA/MEOH -6.11 -6.10 0.01 N-H..OH
MEOH/tNMA -7.68 -8.94 -1.27 OH-HO..O
MEOH/FOR -9.84 -9.31 0.53 N-H..OH OH-HO..O
MEOH/ACE -9.60 -9.70 -0.10 N-H..OH OH-HO..O
cNMA/MEOH -9.86 -9.37 0.49 OH-HO..O N-H..OH

Dimers with Dimethyl Ether
H2O/DME -5.18 -5.46 -0.28 OW-HW..OS
MEOH/DME -5.59 --6.01 -0.42 OH-HO..OS
FOR/DME -7.91 -6.99 0.93 N-H..OS
ACE/DME -5.86 -6.35 -0.49 N-H..OS
tNMA/DME -6.08 -7.01 -0.94 N-H..OS
cNMA/DME -7.49 -6.87 0.62 N-H..OS

Dimers with Acetone
H2O/ACETONE -5.88 -5.60 0.28 OW-HW..O
MEOH/ACETONE -6.17 -6.20 -0.03 OH-HO..O
FOR/ACETONE -8.29 -8.34 -0.05 N-H..O
ACE/ACETONE -5.63 -6.25 -0.62 N-H..O
tNMA/ACETONE -5.91 -6.84 -0.93 N-H..O
cNMA/ACETONE -8.37 -8.18 0.19 N-H..O
rms deviation 0.63

a This dimer set was constructed from combinations of water (H2O), methanol (MEOH), dimethyl ether (DME), acetone, formamide (FOR),
acetamide (ACE), trans- and cis-N-methylformamide (tNMF and cNMF), and trans- and cis-N-methylacetamide (tNMA and cNMA). b The QM
binding energies were determined from TZ/QZ binding energy extrapolations, as described in Table 10.
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Table 12. Computed PFF/PBF/NP and Experimental Solvation Free Energies (kcal/mol) of 147 Small Molecules

molecule expt PFF/PBF/NP diff molecule expt PFF/PBF/NP diff

Alkanes
methane 1.91 1.78 0.13 2-methylbutane 2.38 2.36 0.02
ethane 1.83 1.90 -0.07 2-methylpentane 2.52 2.55 -0.03
propane 1.96 2.06 -0.10 2,2-dimethylbutane 2.59 2.65 -0.06
butane 2.08 2.18 -0.10 cyclopropane 0.75 0.82 -0.07
isobutane 2.32 2.26 0.06 cyclopentane 1.20 1.11 0.09
pentane 2.33 2.32 0.01 cyclohexane 1.23 1.20 0.03

Alkenes
ethylene 1.27 1.26 0.01 trans-2-pentene 1.34 1.36 -0.02
1-propene 1.27 1.28 -0.01 cyclopentene 0.56 0.51 0.05
1-butene 1.38 1.48 -0.10 acetylene -0.01 -0.03 0.02

Alkynes
1-propyne -0.31 -0.16 -0.15 1-buten-3-yne 0.04 -0.09 0.13
1-butyne -0.16 -0.13 -0.03

Arenes
benzene -0.87 -0.75 -0.12 1,3-dimethylnaphthalene -2.47 -2.33 -0.14
toluene -0.89 -0.48 -0.41 2,7-dimethylnaphthalene -2.63 -2.30 -0.33
o-xylene -0.90 -0.50 -0.40 fluorene -3.44 -3.83 0.39
m-xylene -0.84 -0.73 -0.11 phenanthrene -3.95 -4.06 0.11
biphenyl -2.64 -2.96 0.32 acenaphthalene -3.15 -3.20 0.05
naphthalene -2.39 -2.23 -0.16 anthracene -4.23 -4.06 -0.17

Alcohols
methanol -5.11 -5.61 0.50 cyclopentanol -5.49 -5.53 0.04
ethanol -5.01 -5.21 0.20 cyclohexanol -5.48 -5.47 -0.01
1-propanol -4.83 -4.41 -0.42 phenol -6.62 -6.29 -0.33
2-propanol -4.76 -5.11 0.35 ethandiol -9.60 -9.96 0.36
1-butanol -4.72 -4.22 -0.50 2-propene-1-ol -4.80 -5.12 0.32

Ethers
dimethyl ether -1.90 -1.85 -0.05 phenyl methyl ether -1.04 -2.06 1.02
diethyl ether -1.63 -1.50 -0.13 1,3-dioxalane -4.10 -5.05 0.95
methyl n-propyl ether -1.66 -1.23 -0.43 1,4-dioxane -5.05 -5.04 -0.01
methyl isopropyl ether -2.01 -1.98 -0.03 tetrahydropyran -3.12 -2.16 -0.96
tetrahydrofuran -3.47 -3.24 -0.23 2-methoxy-1-ethanol -6.80 -7.57 0.77
2,5-dimethyltetrahydrofuran -2.92 -2.87 -0.05

Ketones, Aldehydes
acetone -3.85 -3.16 -0.69 propanal -3.44 -3.04 -0.40
2-butanone -3.64 -3.78 0.14 butanal -3.18 -2.85 -0.33
2-pentanone -3.53 -3.77 0.24 benzaldehyde -4.02 -4.22 0.20
acetophenone -4.58 -4.53 -0.05 p-hydroxybenzaldehyde -10.48 -10.32 -0.16
ethanal -3.50 -3.22 -0.28

Carboxylic Acid
acetic acid -6.70 -6.18 -0.52 butyric acid -6.36 -6.61 0.25
propionic acid -6.48 -6.78 0.30

Esters
methyl acetate -3.32 -2.97 -0.35 methylpropanoate -2.93 -3.13 0.20
ethyl acetate -3.10 -2.91 -0.19 ethylpropanoate -2.80 -3.18 0.38
n-propyl acetate -2.86 -2.64 -0.22 methylbenzoate -4.28 -3.96 -0.32
ispropyl acetate -2.65 -2.58 -0.07 ethylformate -2.65 -2.68 0.03

Amines
methylamine -4.56 -4.14 -0.42 triethylamine -3.02 -2.03 -0.99
ethylamine -4.50 -4.78 0.28 pyrrolidine -5.48 -5.68 0.20
n-propylamine -4.39 -4.32 -0.07 piperidine -5.11 -5.17 0.06
n-butylamine -4.29 -4.25 -0.04 ammonia -4.31 -4.51 0.20
dimethylamine -4.29 -4.49 0.20 aniline -4.90 -4.61 -0.29
diethylamine -4.07 -3.81 -0.26 N-propylguanidine -10.92 -11.31 0.39
trimethylamine -3.24 -4.22 0.98
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fixed charge force field in SGB solvent, then switch to PFF
using an SCRF description of solvation for the final stage
of minimization; this saves significant amounts of CPU time.
We also performed minimizations in the gas phase to make
sure the methodology is working correctly and to compare
optimized structures in the gas phase and in solution. Results
for 18 proteins are listed in Table 16, where it can be seen
that the average rms structural deviations are 1.85 Å in the
gas phase and that these deviations are reduced to an average
of 1.10 Å in the continuum solvent.

Finally, we have studied 33 protein-ligand complexes
using technology similar to that described above. For most
of these cases, we minimize only a small region of the protein
around the active site in addition to the ligand. Ligand
parameters were produced in accordance with the protocol
described in section II. Table 17 presents a list of the 33
systems that have been studied, along with CPU times and

RMSDs of the ligand as compared to the crystal structure.
The quality of the results from the point of view of structural
RMSDs is acceptable. The CPU times are long compared to
a fixed charge, gas-phase minimization but are clearly short
enough to enable a significant number of complexes and
structures to be studied in future work.

V. Conclusion
We have developed a comprehensive polarizable force field
methodology which can be used to develop parameters,
through a mixture of quantum chemical calculations and atom
typing parameter assignment, for an arbitrary small organic
molecule. A wide range of functional groups has been
addressed, and performance of the methodology in the gas
phase has been assessed for a substantial training set,
examining both conformational energy differences and the
binding energy of pairs of small molecules. The average

Table 12 (Continued)

molecule expt PFF/PBF/NP diff molecule expt PFF/PBF/NP diff

Amides
acetamide -9.71 -9.63 -0.08 N-methyl formamide (NMF) -10.00 -9.94 -0.06
propionamide -9.41 -9.73 0.32 N,N-dimethylacetamide -8.50 -8.27 -0.23
NMA(trans) -10.08 -10.30 0.22

Nitriles
acetonitrile -3.89 -4.31 0.42 butyronitrile -3.64 -3.13 -0.51
propiononitrile -3.85 -3.50 -0.35 3-hydroxybenzonitrile -9.67 -9.07 -0.60

Nitros
nitroethane -3.71 -3.61 -0.10 nitrobenzene -4.12 -3.99 -0.13
1-nitropropane -3.34 -3.54 0.20 3-nitrophenol -9.63 -9.55 -0.08
2-nitropropane -3.14 -3.12 -0.02

N Hetero Aromatic
pyridine -4.70 -4.68 -0.02 N-methyl-2-pyridone -10.00 -9.79 -0.21
2-methylpyridine -4.63 -4.19 -0.44 methylimidazole -10.25 -10.81 0.56
2-methylpyrazine -5.52 -5.28 -0.24 methylindole -5.91 -5.57 -0.34

Thiols, Sulfides
methanethiol -1.24 -1.02 -0.22 dimethyl sulfide -1.54 -1.23 -0.31
ethanethiol -1.30 -0.88 -0.42 diethyl sulfide -1.43 -1.10 -0.33
benzenethiol -2.55 -2.72 0.17 methyl phenylsulfide -2.73 -3.02 0.29

Halogen Compounds
fluoromethane -0.22 0.23 -0.45 chloroethane -0.63 -0.54 -0.09
1,1-difluoroethane -0.11 0.06 -0.17 1-chloropropane -0.27 -0.28 0.01
trifluoromethane 0.81 0.55 0.26 chlorobenzene -1.12 -1.00 -0.12
tetrafluoromethane 3.11 2.54 0.57 tetrachloromethane 0.10 -0.80 0.90
tetrafluoroethene 1.38 2.14 -0.76 hexachloroethane -1.41 -0.93 -0.48
2,2,2-trifluoroethanol -4.31 -4.57 0.26 tetrachloroethene 0.05 0.24 -0.19
chloromethane -0.56 -0.70 0.14

Ionic Compounds
acetate anion -79.90 -79.49 -0.41 pyrrolidinium cation -61.60 -62.88 1.28
propionate anion -79.10 -79.26 0.16 piperidinium cation -60.00 -59.70 -0.30
benzoate anion -76.00 -76.50 0.50 trimethylammonium cation -56.60 -58.64 2.04
ammonium cation -86.00 -86.18 0.18 triethylammonium cation -50.20 -49.01 -1.19
methylammonium cation -71.30 -71.76 0.46 tetramethylammonium cation -52.30 -53.18 0.88
ethylammonium cation -68.40 -68.47 0.07 tetraethylammonium cation -45.30 -44.30 -1.00
isopropylammonium cation -66.50 -65.69 -0.81 anilinium cation -66.00 -65.97 -0.03
tert-butylammonium cation -63.10 -61.88 -1.22 N,N-dimethylanilinium cation -52.00 -52.31 0.31
dimethylammonium cation -63.90 -65.14 1.24 pyridinium cation -56.10 -57.92 1.82
diethylammonium cation -58.90 -59.84 0.94 methylimidazolium cation -64.13 -62.38 -1.75
di-n-propylammonium cation -57.70 -56.96 -0.74
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errors obtained for conformational energy differences are
comparable to those obtained for fixed charge force field
parametrization. The dimer binding energetics are qualita-
tively superior, as fixed charge models cannot be rigorously
fit to accurate ab initio gas-phase values due to polarization
effects in the condensed phase. Similarly, the energy errors
observed in the polarization model are relatively small. We
have also developed a complementary continuum solvation
model, which has been fit to reproduce experimental solva-
tion free energy data for 147 small molecules. Finally,
minimization of 18 proteins and 33 protein-ligand com-

plexes in continuum solvent yields reasonable results in
terms of RMSDs from experimental data and does not dis-
play any major numerical problems (e.g. polarization catas-
trophes).

As indicated above, the goal of the present work was the
creation of a platform enabling testing of the methodology
with regard to improving accuracy in the computation of
protein-ligand binding affinities. Several possible ap-
proaches in which the methodology could be used were
discussed, and computational experiments along these lines
on realistic pharmaceutical ligands and targets are now
feasible with a limited amount of human effort (as opposed
to the formidable problem of generating new ligand param-
eters for each complex medicinal chemistry compound from
scratch). Because there are so many factors that contribute
to errors in the various alternative types of calculations, it is
difficult to predict how much improvement will be realized
in early efforts using existing sampling methods and the
current continuum solvation model. Ultimately, however,
improvements in all aspects of the calculation will enable

Table 13. Summary of the Error Analysis of the PFF/PBF/
NP Computed Solvation Free Energies for 147 Small
Molecules by Functional Group Classes

functional group averagea rmsa moleculesa

alkanes 0.06 0.07 12
alkenes 0.04 0.05 5
alkynes 0.08 0.10 4
arenes 0.23 0.26 12
alcohols 0.30 0.34 10
ethers 0.42 0.58 11
ketones, aldehydes 0.28 0.33 9
carboxylic acids 0.36 0.38 3
esters 0.22 0.25 8
amines 0.34 0.45 13
amides 0.18 0.21 5
nitrils 0.47 0.48 4
nitro compounds 0.11 0.12 5
N hetero aromatic 0.30 0.35 6
thiols, sulfides 0.29 0.30 6
halogen compounds 0.34 0.43 13
neutral subtotal 0.26 0.35 126
ionic compounds 0.83 1.01 21
grand total 0.34 0.50 147
a The first two columns are the average unsigned error (kcal/mol)

and the rms error (kcal/mol) relative to the experimental data. The
number of molecules in each function group class is listed in the last
column.

Table 14. rms Energy Deviations (kcal/mol) from LMP2/
cc-pVTZ(-f)//HF/6-31G** for Peptides

peptide PFF OPLS-AA/La

tetrapeptide: alanine 0.81 0.56
dipeptides: alanine 0.20 0.27
serine 0.16 0.44/0.34
phenylalanine 0.05 0.15
cysteine 0.31 0.35
asparagine 0.19 0.16
glutamine 0.69 0.96
histidine 0.90 0.85
leucine 0.57 0.34/0.38
isoleucine 1.04 0.38
valine 0.14 0.08/0.16
methionine 0.59 0.59
proline 0.76 1.54
tryptophan 0.63 0.50
threonine 0.61 0.87
tyrosine 0.25 0.39
averageb 0.55 0.47

a Kaminski, G. A.; Friesner, R. A.; Tirado-Rives, J.; Jorgensen, W.
L. J. Phys. Chem. B 2001, 105, 6474. b Proline not included.

Table 15. rms Energy Deviations (kcal/mol) from LMP2/
cc-pVTZ(-f)//HF/6-31G** for Charged Dipeptides

peptide PFF OPLS-AA/La

aspartic acid 0.41 0.16/1.95
glutamic acid 1.41 1.53
lysine 0.32 0.88
protonated histidine 0.57 0.97
arginine 0.72 1.15
average 0.69 0.94/1.29

a Kaminski, G. A.; Friesner, R. A.; Tirado-Rives, J.; Jorgensen, W.
L. J. Phys. Chem. B 2001, 105, 6474.

Table 16. PFF/PBF/NP Minimizations of 18 Proteinsa

protein residues atoms
rmsd
(gas)

rmsd
(solvent)

cpu
timesb

1aho 64 962 1.30 0.91 87.4
1nps 88 1321 1.17 1.00 154.2
1ew4 106 1659 3.86 1.11 226.2
1dhn 121 1932 2.03 1.30 306.1
1qto 122 1813 3.30 1.97 353.3
1whi 122 1937 1.50 1.00 270.6
1ej8 140 2174 1.54 1.04 318.6
1dvo 152 2482 2.53 1.09 492.5
1bv1 159 2451 1.62 1.02 541.6
1u9a 160 2571 1.98 1.03 520.7
2fcb 173 2686 1.76 1.16 555.8
1bk7 190 2934 1.08 0.94 510.5
1pbv 195 3148 2.40 1.16 677.2
1a8l 226 3622 1.36 0.93 1143.5
1b2p 238 3682 1.23 0.90 1029.5
1qts 247 3913 1.76 1.35 1171.0
1bue 265 4065 1.17 0.83 1339.1
1ako 268 4311 1.64 1.05 1453.6
average 1.85 1.10

a Columns 2 and 3 give the number of residues and atoms, while
columns 4 and 5 compare gas phase and continuum solvent rms
structural deviations (A) from the experimental structures. The last
column specifies the CPU time (minutes) for the optimizations in
solvent b The convergence criteria for the polarization energy and
PB calculation are 0.001 and 0.05 kcal/mol, respectively. Conver-
gence of the final total energy gradient was set to 0.05 kcal/mol/A.
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the polarization model to deliver significant improvements.
We believe that the present effort, based on its demonstrated
accuracy in test cases and range of coverage, represents a
substantial step in this direction.

VI. Appendix
The interaction energy of a molecule with an external field
is given by

whereEelec, Epol, andEhyp are the electrostatic, polarization,
and hyperpolarization components of the total interaction
energy. These energy terms are respectively dependent on
the first, second, and higher order powers of the electrostatic
potential (φ), external field components (FR, Fâ, and Fγ),
and the first (F′ ), second (F′′), and higher order derivatives
of the field. For example, the electrostatic interaction energy

is

In eq 21 implicit summations over the Cartesian coordinate
components (R, â, γ) are assumed, andqmol is the net charge
of the molecule (e.g.,-1 electrons for formate anion). The
quantities µR, θRâ, and ΩRâγ are the molecular dipole,
quadrupole, and octupole moments components. The polar-
ization energy is given by

where RRâ is a molecular dipole polarizability tensor
component andAR:âγ and CRâ:âγ are molecular quadrupole
polarizability tensor components. These energy expressions
as well as the higher order hyperpolarization energy terms
which depend on the third and higher powers of the field
(and field derivatives), have been known for a long
time.50,51

A. Calculation of ab Initio Electrostatic and Polariza-
tion Energies for a Molecule/Point Charge System.When
the field source is a point charge, the electrostatic potential,
field, and field derivatives are all proportional to the value
of the point charge. Consequently, the interaction energy (E)
between a molecule and a point charge (q) can be described
by the Taylor series expansion

where

and where all derivatives are evaluated atq ) 0 from finite
differences. Equation 23 is a special case of eq 20. The
physical significance of the four terms in eq 23 is shown
below, where the constantC1 is the electrostatic potential at
the position of the point charge.

In principle, numerical differentiation (by finite differ-
ences) can be very accurate (to 8 or more significant figures).
However, there is an inherent limit to the precision of ab
initio energies. Ideally, the smaller the step size used (for

Table 17. PFF/PBF/NP Minimizations of the
Protein-Ligand Complex Active Sites with the Ligandsa

protein
compound

name residues atoms
ligand
atoms

rmsd
(Å)

cpu timesb

(min.)

1rds 105 1497 63 0.86 207.9
1fkg 107 1664 68 0.56 104.1
1stp 121 1745 31 0.13 142.4
1rob 124 1855 33 0.68 396.2
1lmo 129 1952 57 0.40 500.8
1icn 131 2107 53 0.65 287.0
2ifb 131 2114 49 0.27 283.8
1cbs 137 2200 49 0.19 160.6
4fxn 138 2133 50 0.43 237.9
1rbp 175 2756 51 0.12 315.7
1fen 176 2773 50 0.11 288.3
1aaq 198 3123 91 0.79 353.0
1hpv 198 3125 66 0.48 324.3
1hpx 198 3125 87 0.39 367.8
1hsg 198 3125 92 0.31 287.4
1htf 198 3124 79 0.79 587.5
1odw 198 3118 84 1.01 351.8
1pro 198 3131 80 0.34 271.1
1sbg 198 3131 81 0.42 314.2
2upj 198 3124 81 0.55 554.5
1sre 235 3408 29 0.45 444.5
1hsl 238 3684 20 0.33 631.4
1lah 238 3599 22 0.03 751.2
1lst 238 3581 25 0.21 890.8
1aha 246 3895 15 0.06 353.5
1mrg 246 3899 15 0.06 469.9
1mrk 247 3840 32 0.60 570.5
1di8 283 4618 37 0.14 1345.6
1g5s 283 4618 62 0.33 1359.4
1ulb 289 4496 16 0.07 676.7
1abe 305 4673 20 0.09 1487.5
8abp 305 4678 24 0.10 772.3
9abp 305 4669 24 0.08 956.2

a The active site is defined as the residues having any atoms within
5 Å from the ligand atoms. Thirty-three complexes were sorted by
the total number of residues in the proteins of the complexes. b The
convergence criteria for the polarization energy and PB calculation
are 0.001 and 0.05 kcal/mol, respectively. Convergence of the final
total energy gradient was set to 0.05 kcal/mol/Å.

E ) Eelec+ Epol + Ehyp (20)

Eelec) qmolφ - [µRFR + (1/2)θRâFRâ′ +
(1/15)ΩRâγFRâγ′′ + ...] (21)

Epol ) -[(1/2)RRâFRFâ + (1/3)AR:âγFRFâγ′ +
(1/6)CRâ:âγFRâ′Fâγ′ + ...] (22)

E ) C1q + C2q
2 + C3q

3 + C4q
4 + ... (23)

C1 ) d1 whered1 ) (∂E/∂q)q)0 (24)

C2 ) d2/2 whered2 ) (∂2E/∂q2)q)0 (25)

C3 ) d3/6 whered3 ) (∂3E/∂q3)q)0 (26)

C4 ) d4/12 whered4 ) (∂4E/∂q4)q)0 (27)

Eelec) C1q ) ab initio electrostatic energy (28)

Epol ) C2q
2 ) ab initio polarization energy (29)

E1,hyp ) C3q
3) ab initio first hyperpolarizability energy

(30)

E2,hyp ) C4q
4) ab initio second hyperpolarizability energy

(31)
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the finite differences) the more accurate the results, but higher
order terms (e.g., the fourth derivative) sometimes require
larger step sizes. A step size of 0.10 electrons has been found
to be sufficient for energy calculations that are accurate to
at least (0.01 kcal/mol), though a step size of 0.05 electrons
works just as well. Two evaluations of the ab initio energy
are needed for the numerical determination ofC1 and the
electrostatic energy (eq 28) for a given location of the point
charge. One additional energy evaluation is needed to
determine the coefficient in eq 29 for the polarization energy.

Equation 23 has been used to determine the total interac-
tion energy as well as the electrostatic, polarization, and
hyperpolarization energy components, for a system consisting
of water interacting with Mg2+ ion, which was replaced by
a +2 electron point charge.52

B. Calculation of ab Initio Electrostatic and Polariza-
tion Energies in Molecule/Dipole Probe Systems.Because
dipole probes can be used to impose electric fields that
approximate the fields in aqueous solutions, it would be nice
to be able to directly calculate electrostatic and polarization
interaction energies for systems in which two point charges
interact with the molecule. The third-order expansion in eqs
32-35, which can be used to represent a molecule interacting
with two point charges, is a special case of eq 20.

Here,E(q1) andE(q2) describe the dependence of the ab
initio interaction energy (E) on the point chargesq1 andq2,
and the coefficientsC1, C2, and C3 have already been
described (see eqs 28-30). TheD1, D2, andD3 coefficients
are also determined from eqs 28-30. They are computed at
the location of the second point charge (q2), though. Equation
34 includes three coupling interactions with coefficients
calculated as follows:

The (∂2E/∂q1 ∂q2)q)0 derivative from eq 36 is caused in
part by polarization of a molecule by the two point charges
q1 andq2. However, the interaction energy also includes the
Coulombic interaction, which is given bycq1q2/r12, between
these two point charges, wherer12 is the distance between
them andc ) 332.06 Å-kcal/(mol-e2) is a units conversion
factor. The second derivative of this Coulombic term is
subtracted out in eq 36, so that only the polarization
component of the second derivative is left.

The electrostatic, polarization, and first hyperpolarization
energies for the molecule/dipole probe system are given by
eqs 39-41.

Four evaluations of the ab initio energy are needed for
the numerical determination ofC1 andD1 and, therefore, the
electrostatic energy for a given location of the two point
charges (q1 andq2). Five additional energy evaluations are
needed to determine the coefficients in eq 40 for the
polarization energy.
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Abstract: The recognition of â-barrel membrane proteins based on their sequence is more

challenging than the recognition of R-helical membrane proteins. This goal could benefit from a

better understanding of the physical determinants of transmembrane â-barrel structure. To that

end, we first extend the IMM1 implicit membrane model in a way that allows the modeling of

membrane proteins with an internal aqueous pore. The new model (IMM1-pore) gives stable

molecular dynamics trajectories for three â-barrel membrane proteins of different sizes and

negative water-to-membrane transfer energies of reasonable magnitude. It also discriminates

the correct fold for a pair of 10-stranded and 12-stranded transmembrane â-barrels. We then

consider a pair of â-barrel proteins: OmpA, which is a membrane â-barrel with hydrophobic

residues on the exterior and polar residues in the interior, and retinol binding protein, which is

a water soluble protein with polar residues on the exterior and hydrophobic residues in the

interior. By threading the sequence of one onto the structure of the other we make two pairs of

structures for each sequence, one native and the other a decoy, and evaluate their energy.

The energy function discriminates the correct structure. By decomposing the energy into residue

contributions we examine which features of each sequence make it fold into one or the other

structure. It is found that for the OmpA sequence the largest contribution to stability comes

from interactions between polar residues in the interior of the barrel. The major factor that

prevents the retinol binding protein sequence from adopting a transmembrane fold is the presence

of polar/charged residues at the edges of the putative transmembrane â-strands as well as the

less favorable interior polar residue interactions. These results could help design simplified scoring

functions for fold recognition and structure prediction of transmembrane â-barrels.

Introduction
The known membrane protein structures belong to two
categories: allR-helical and transmembraneâ-barrels
(TMBB). TMBBs occur in the outer membrane of Gram
negative bacteria and presumably also of mitochondria and
chloroplasts. They have from 8 to 22â-strands (always an
even number). Their N and C termini are on the periplasmic
side and the loops on that side are short while those on the
extracellular side can be very long.1 These proteins perform
a wide range of functions, such as allowing passive diffusion
of ions and hydrophilic molecules, specific import of

nutrients, energy dependent export of toxins, and cell
adhesion.

Discriminating TMBBs from solubleâ-proteins based on
sequence is more challenging than discriminating helical
membrane proteins because TMBBs lack the 20-residue
hydrophobic stretches that characterize the latter. Early work
utilized the alternate hydrophobicity of TMâ strands;2,3

however, this approach gives a lot of false positives. Over
the past few years a number of bioinformatic approaches
have been developed for the prediction and discrimination
of TMBBs based on either neural networks4-6,7 or Hidden
Markov models.8-11 The accuracy of these methods is
typically around 80%. Wimley12 developed an empirical
score based on the relative abundance of amino acid types

* Corresponding author phone: (212)650-8364; fax: (212)650-
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in TMBBs. Liu et al. attempted to discriminate TMBBs from
solubleâ sheet proteins based on their amino acid composi-
tion.13 Other methods utilize a wider variety of properties,14

including the presence of a signal peptide.15

While the above methods can be successful in recognizing
a sequence as a TMBB or predicting the number of strands
and the topology, they do not produce an atomic-level three-
dimensional model. The methods available for doing so are
homology modeling and fold recognition. Application of
homology modeling requires significant sequence identity
between the sequence under investigation and a protein of
known structure, which is not often the case in TMBBs. Fold
recognition appears more promising for TMBBs because
these proteins have a limited number of folds.

The first goal of the present work was to develop an
atomic-level energy function that can discriminate the native
state of TMBBs. We do this by modification of IMM1, an
implicit membrane effective energy function. IMM1 repre-
sents the membrane as a slab of nonpolar solvent. By
embedding a cylinder of aqueous solvent into this slab we
created a function that can be applied to TMBBs. The second
goal was to use this energy function to obtain insights into
the determinants of TMBB structure, i.e., investigate the
features that make a certain sequence fold into a TMBB as
opposed to a solubleâ-protein. We do this by considering a
pair of â-barrels of the same number of strands, one that is
a TMBB (OmpA) and another that is a solubleâ-barrel
(retinol binding protein). We thread each sequence on the
structure of the other sequence, evaluate the energy, and
examine which residues contribute most to the energy
difference between the correct and the incorrect structure.

Methods
IMM1-Pore. The origin of the energy function developed
here is EEF1,16 an effective energy function for soluble
proteins

whereE is the intramolecular energy of the protein, given
by a modified form of the CHARMM polar hydrogen force
field, and∆Gslv is the solvation free energy, given by

where∆Gi
slv is the solvation free energy of atomi, rij is

the distance betweeni and j, gi is the solvation free energy
density ofi (a Gaussian function ofrij), Vj is the volume of
atomj, and∆Gi

ref is the solvation free energy of an isolated
atom. In addition, EEF1 employs a distance-dependent
dielectric constant (ε)r in Å) and a neutralized form of the
ionic side chains. A more recent version with updated
parameters for the charged and polar side chains is referred
to as EEF1.1.17

IMM1 is a generalization of EEF1 appropriate for model-
ing proteins in lipid bilayers.17 In IMM1 ∆Gi

ref is a linear

combination of values for water and for cyclohexane (which
models the nonpolar core of the membrane)

wherez′ ) |z|/(T/2) andT is the thickness of the nonpolar
core of the membrane. The functionf(z′) describes the
transition from one phase to the other:

The exponentn controls the steepness of the transition. A
value of 10 gives a region of 6 Å over which the environment
goes from 90% nonpolar to 90% polar. The midpoint of the
transition (f)0.5) corresponds to the hydrocarbon-polar
headgroup interface (roughly the level of the ester carbonyls
in phospholipids). The strengthening of electrostatic interac-
tions in the membrane is effected by a modified dielectric
screening function

wherer is the distance in Å (butε is dimensionless), andfij
depends on the position of the interacting atoms with respect
to the membrane. Far from the membrane,fij is equal to 1,
and we recover the linear distance-dependent dielectric
model. Forfij we employed the empirical model

with a being an adjustable parameter. The valuea ) 0.85
was found to give membrane insertion or adsorption energies
of the expected order of magnitude.17

To make IMM1 applicable to membrane proteins with
aqueous channels we replacef in eq 3 and eq 6 byF

where

whereR is the radius of the aqueous pore. The definition of
F ensures thatF ) 0 whenf andh are zero andF ) 1 when
f, or h, or both of them are equal to 1. Figure 1 shows the
contour of the lineF ) 0.5 on thexzplane. The same value
of n is used for bothf andh, but that could be changed. The
code was implemented in the program CHARMM, version
c32a1.

To test this energy function (IMM1-pore) we performed
molecular dynamics (MD) simulations on the following
proteins: OmpA (pdb code 1BXW18), the translocator
domain of NalP (pdb code 1UYN19), and FhuA (pdb code
1BY320). The extra Met residue at the N terminus of OmpA
was omitted. The missing loop of NalP was built in an
arbitrary conformation. The parameterR in eq 9 was set equal
to the radius of the barrel at the level of CR atoms. In one
case it was varied to identify the value that gives the lowest

∆Gi
ref(z′)) f(z′)∆Gi

ref,wat + (1 - f(z′))∆Gi
ref,chex (3)

f(z′) ) z′n

1 + z′n
(4)

ε ) rfij (5)

fij ) a + (1 - a) xf(zi) f(zj) (6)

∆Gi
ref (z′, r′) ) F(z′, r′)∆Gi

ref,wat + (1 - F(z′, r′) )∆Gi
ref,chex

(7)

F(z′, r′) ) f(z′) + h(r′) - f(z′)h(r′) (8)

h(r′) ) 1 - r′n

1 + r′n
, r′ ) r/R , r ) xx2 + y2 (9)

WEEF1) E + ∆Gslv (1)

∆Gslv) ∑
i

∆Gi
slv ) ∑

i

∆Gi
ref - ∑

i
∑
j*i

gi(rij)Vj (2)
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energy. All simulations proceeded with (a) generation of
hydrogen coordinates using HBUILD, (b) a 300-step ABNR
energy minimization, and (c) 1 ns MD simulation at 300 K
using SHAKE, the Verlet algorithm, and 2 fs time step. In
all cases the width of the membrane (T) was set to 26 Å.

Generation of the Decoys.To investigate the features that
distinguish TMBBs from solubleâ-barrels we first identified
the closest possible water soluble analogue of OmpA, which
seems to be retinol binding protein (RBP, pdb code 1AQB21).
This protein has 8â-strands and an additional helix at the C
terminus (Figure 3). The structure is less regular than OmpA
(the strands are shorter and more bent). TheR helix was
omitted in this study, i.e., only residues 1-141 were
simulated. No disulfide bridges were built, to avoid having
different numbers of bonds in the native structure and the
decoy.

The decoys were generated using the program MOD-
ELLER 7v7.22 The first hydrophobic residue of eachâ strand
of RBP was aligned with the same from OmpA. The
placement of the TM strands on RBP was adjusted slightly
to maximize the hydrophobicity of the lipid-exposed residues.
The final alignment is OMPA/RBP: 8/20, 38/39, 50/53, 78/
67, 92/82, 120/103, 136/116, and 161/131. The maximal
possible number of residues was aligned, and all insertions
and deletions were placed in the middle of the loops. The
MODELLER alignment files are given as Supporting
Information.

Results
MD Simulations and Membrane Insertion Energies of
TMBBs. Two criteria are used for testing the IMM1-pore
energy function. First, MD simulations of TMBBs should
give stable structures with small root-mean-square deviations
(RMSDs) from the experimental structure. Second, the
energy of insertion of a TMBB structure into the membrane
(W in the membrane- W of the same conformation in
water) should be negative.

The smallest TMBBs are 8-stranded. The best studied of
these is OmpA.18 The insertion energy of OmpA calculated
by the standard IMM1 is positive, due to the unfavorable
change in solvation free energy of the polar and charged
residues in the interior of the barrel, which IMM1 treats as
nonpolar. As a result, upon MD with the standard IMM1
the protein moves out of the membrane. Using IMM1-pore,
the protein remains stably in the membrane. The energy in
the membrane depends on the value ofR and is lowest for
R ) 11 Å, which is close to radius of the cylinder formed
by the Câ atoms of the lipid-exposed residues. Using this
value, the membrane insertion energy of the minimized

Figure 1. The boundary between nonpolar and aqueous
regions in IMM1-pore (where F of eq 7 is equal to 0.5).

Figure 2. Native states and decoys for the fold recognition test: (a) native 1K24 (10 strands), (b) native 1UYN (12 strands), (c)
the sequence of 1K24 threaded onto the structure of 1UYN, and (d) the sequence of 1UYN threaded onto the structure of 1K24.
The structures shown are after 50 ps dynamics and minimization. Wmin are energies after minimization and Wdmin are energies
after dynamics and minimization.
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OmpA structure is-14 kcal/mol. A 1 ns MD simulation
with the same value ofR gave a backbone RMSD of 2.9 Å
(0.63 Å for the TM region only). These are comparable to
previous explicit solvent results. Simulations of OmpA in
an explicit lipid bilayer gave a CR RMSD of about 2 Å for
all residues and 0.75 Å for the TM region.23 Somewhat larger
deviations (3.8 Å loops, 1.5 Å TM region) were found in a
more recent simulation of spontaneous DPC micelle forma-
tion around OmpA.24 A simulation of OmpX, another
8-stranded TMBB, in water gave about 2 Å RMSD for all
CR atoms and about 1 Å for the TM region.25 The 1 ns
simulation of OmpA with IMM1-pore took 12.2 CPU h on
a 3GHz Xeon processor. This is about 20 times faster than
the explicit solvent simulations of OmpX.25

The translocator domain of the bacterial autotransporter
NalP is a TMBB with 12â-strands. It has been crystallized
with an R-helix inside the lumen of the barrel.19 The helix
was omitted from this study. A 1 ns MD simulation of this
TMBB gave a backbone RMSD of 1.9 Å for the TM region.
The RMSD including the mobile loops was 4.2 Å (3.4 Å
excluding the missing loop that was built in an arbitrary
conformation). The membrane insertion energy for the
minimized structure after dynamics was-15 kcal/mol.

A much larger TMBB is the FhuA receptor (pdb code
1BY3), which has 695 residues, 22 strands, and an N-
terminal domain inside theâ-barrel. A 1 ns MD simulation
of this system withR ) 25 Å gave overall backbone RMSD
3.9 Å. The backbone RMSD of the N-terminal domain alone
was 3.4 Å and that of the TMâ-barrel region 2.1 Å. For the
final minimized structure, the optimalR is 28 Å and for that
value ofR the membrane insertion energy is-4 kcal/mol.

In summary, IMM1-pore shows the desired behavior:
stable MD simulations, modest RMSDs, and favorable
membrane insertion energies for TMBBs of different sizes.

Discrimination of TMBB Folds. Another important test
of an effective energy function is whether it can discriminate
the correct fold of a protein. For this test to be meaningful,
one has to be able to create good-quality decoys. In the case
of TMBBs, the sequence and the template must be of similar
length, the lipid-exposed sides of allâ-strands must be
hydrophobic, and the extramembranous portions must be
plausible. One pair where these conditions are met is the
10-stranded OpcA adhesin (pdb code 1K24) and the 12-
stranded NalP (pdb code 1UYN, without the internal helix).

To convert OpcA into a 12-stranded TMBB we looked
for two additional plausible TMâ-strands, i.e., 10-residue
stretches with good one-sided hydrophobicity. The best were
found in the long loop between strands 3 and 4. The lipid-
exposed residues on these two additional TM strands were
N, I, L, T, E and K, V, L, T, and V. The Lys and Glu fall
on the edge of the membrane, which is commonly observed.
The two threonines are unfavorable in the hydrophobic core
of a membrane but not excessively so. To convert NalP into
a 10-stranded TMBB we removed the last two TM strands
and built them into an extramembranousR-helix (when left
unfolded, the effective energy was somewhat higher). Three-
dimensional models for the decoys were built using MOD-
ELLER. The decoys and the native structures were energy-
minimized and then subjected to a short (50-ps) MD
simulation.R was 11 Å for the 10-stranded structures and
12 Å for the 12-stranded structures.

Figure 2 shows the native and decoy structures after MD
and minimization together with their energies after minimi-
zation or after MD+minimization. They all remained folded
in the membrane. Both the minimized and MD+minimized
energies clearly discriminate the correct fold.

OmpA vs Retinol Binding Protein. Understanding of the
sequence features that dictate the formation of a TMBB could

Figure 3. Native states and decoys: (a) native OmpA, (b) native RBP, (c) the sequence of OmpA threaded onto the structure
of RBP, and (d) the sequence of RBP threaded onto the structure of OmpA. Wmin are energies after minimization.
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be enhanced by comparison of sequences that form TMBBs
and sequences of similar length that form solubleâ-barrels.
TMBBs have nonpolar residues on the exterior and a mixture
of polar and nonpolar residues in the interior. The opposite
is true for water-solubleâ-barrels. For OmpA the closest
water soluble analogue seems to be retinol binding protein
(RBP). It forms an eight-strandedâ-barrel and has an
additional helix attached on the exterior of the barrel.21 In
this work the helix was omitted. The first hydrophobic
residue on eachâ-strand of RBP was approximately aligned
with the first hydrophobic residue on each strand of OmpA.
The alignment was provided to the program MODELLER
to create two decoys: one for the sequence of OmpA
adopting the structure of RBP (OMPAonRBP) and the other
for the sequence of RBP adopting the structure of OmpA
(RBPonOMPA). The energetics of the decoys was then
compared to the energetics of the native structure for each
sequence. The membrane-embedded forms (OmpA and
RBPonOMPA) were simulated with IMM1-pore and the
water soluble forms (RBP and OMPAonRBP) with EEF1.1
(which is equivalent to IMM1-pore far from the membrane).
Native RBP gave a backbone RMSD of 2.65 Å upon 1 ns
MD simulation with EEF1.1.

Figure 3 shows the decoys and the native structures. The
loops in OMPAonRBP are clearly longer than those of a
typical globular protein. In contrast, the loops of RB-
PonOMPA are a bit too tight. The minimized energies are
shown in Figure 3. The native structures clearly have much
lower energy than the decoys. The energy difference between
natives and decoys may be exaggerated because the decoys
are generated by an imperfect modeling procedure and may
be unrefined compared to actual, crystallographic protein
structures, especially in the loop regions. To examine the
impact of this we made a model for OmpA based on the
structure of another 8-stranded TMBB, NspA (pdb code
1P4T). The energy of the model (-4613 kcal/mol) was
higher than that of native OmpA but still much lower than
the energy of the soluble decoy (-4460 kcal/mol).

Unconstrained MD simulations of the decoys gave large
RMSDs from the initial structure. RBPonOMPA moved
completely out of the membrane in 0.5 ns and gave a
backbone RMSD of 10.5 Å. OMPAonRBP gave a backbone
RMSD of 6.1 Å. The final energies after dynamics were still
higher than the energy of the native structure subjected to
the same simulation protocol.

Having confirmed that the IMM1-pore energy function
discriminates the correct structure for the OmpA and the RBP
sequences, we proceed to analyze the contributions to the
observed energy difference. The energy function, like its
predecessors EEF1 and IMM1, is pairwise additive. There-
fore, one can decompose the total energy into contributions
from atoms, residues, or groups of residues. Here we consider
residue contributions, including both side chain and backbone
atoms. The contribution of a residue to the effective energy
is equal to the sum of three terms: the intraresidue energy
(SELF), one-half of the interaction energy of the residue with
all other residues (INTE), and the solvation free energy of
all atoms in the residue.26 The sum of the residue contribu-
tions defined this way is equal to the total effective energy

of the system. In practice, it is more convenient to include
desolvation effects in the pairwise interactions. In that case,
the third term is thereferencesolvation free energies of all
the atoms in the residue (GREF). The latter make a
contribution when membrane proteins are considered because
the reference solvation free energies are not constant (see
eq 7). This term accounts for the change in background
environment. The residues are split into three categories:
exterior (E, facing the lipid), interior (I, facing the aqueous
pore), and loops (L). The contribution of each category is
also reported. For this analysis the minimized structures were
used because the decoys are unstable upon MD simulations.

Tables 1 and 2 show the contributions of selected residues
to the∆W for the two sequences (the results for all residues
are given as Supporting Information). The contributions are
sorted from negative (favoring the decoy) to positive
(favoring the native structure). For the OmpA sequence the
largest contributions come from the I residues, then the E
residues, and finally the loop residues. The I contribution
comes primarily from interactions and secondly from self-

Table 1. Contributions of Selected Residues to the
Difference in Effective Energy Going from Native to Decoy
for the OmpA Sequence (kcal/mol)a

SELF INTE GREF total type

THR 152 -7.5 -6.4 0.0 -14.0
ASN 145 2.6 0.2 -9.8 -7.0 E
LYS 12 -0.3 -0.1 -0.4 -0.8 I
ASP 56 -0.8 3.5 -0.1 2.7 I
LEU 83 0.3 4.0 2.7 7.0 E
GLN 78 2.0 6.4 -0.7 7.7 I
GLN 142 0.5 9.2 0.0 9.6 I
TYR 55 5.1 7.1 -1.5 10.7 E
total 81.2 251.5 -27.8 305
E 45.4 48.4 11.4 105
I 38.2 122.3 -25.7 135
L -2.4 80.8 -13.5 65

a E and I denote barrel residues facing the lipid and the interior,
respectively. All others are loop (L) residues. These values are based
on the energy-minimized structures. A complete version of this table
is given as Supporting Information.

Table 2. Contributions of Selected Residues to the
Difference in Effective Energy Going from Native to Decoy
for the RBP Sequence (kcal/mol)a

SELF INTE GREF total type

ASN 66 -1.8 -10.0 0.0 -11.8 I
ASP 131 0.5 2.2 4.5 7.2 E
PHE 20 -4.1 9.0 2.8 7.7 E
TRP 24 0.4 6.5 1.0 7.9 E
LYS 30 -2.5 4.4 6.2 8.1 E
ASP 39 1.0 -3.1 12.7 10.7 E
ASP 126 -1.8 -3.0 17.3 12.5 E
ARG 139 -2.6 7.5 22.2 27.1 E
total -14.3 186.3 133.5 306
E -11 87.3 75.3 152
I 3.5 -11.2 38.6 31
L -6.8 110.3 19.6 123

a E and I denote barrel residues facing the lipid and the interior,
respectively. All others are loop (L) residues. These values are based
on the energy-minimized structures. A complete version of this table
is given as Supporting Information.
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energy. The L contribution also comes primarily from
interactions. Interactions and self-energy make equal con-
tributions for E residues, with a smaller contribution coming
from the change in environment (GREF). Overall, interac-
tions make the largest contribution to∆W, followed by self-
energy, while the change in environment favors the water
soluble decoy (polar residues are much “happier” in water).

For the 1AQB sequence the largest contributions to
discrimination come from the E residues, followed by the L
residues, with only a small contribution from the I residues.
The E contribution comes from interactions and change in
environment. The L contribution comes primarily from
interactions. The I contribution comes primarily from change
in environment.

For a more in-depth analysis we can look at individual
residue contributions. For the OmpA sequence, Tyr55 makes
the largest positive contribution, primarily because it hydro-
gen bonds to Gln75 in the native (N) structure and makes
no such interactions in the decoy. The value of this
contribution is probably exaggerated by the use of a single,
energy-minimized conformation. A number of I residues
make positive contributions because they lose favorable
interactions from N to decoy. For example, Gln142 interacts
with Gln78, Lys12, and Asp56 inside the pore in the N state
but lacks such interactions in the decoy. Several E residues
make positive contributions too, which come from a mixture
of SELF, INTE, and GREF terms. For example, Leu83 loses
some backbone interactions because the RBPâ-sheet is less
regular at the edges. It also loses some GREF energy because
it goes from a position exposed to lipid to a position that is
partly exposed to water (there is a cavity in the interior of
the barrel in RBP which is presumably filled with water).
The largest negative contributions are from loop residues
that happen to form better interactions in the decoy. For
example, Thr152 has a chance to make a hydrogen bond
with Asn145 in the decoy but not in the N structure.
Asn145’s contribution is also negative because of change in
environment; it goes from the edge of the membrane to an
aqueous environment.

For the RBP sequence, the largest positive contribution
comes from Arg139, primarily due to change in environment.
In the decoy Arg139 is close to the edge of the membrane,
whereas in the N structure it is exposed to water. Large
positive contributions are made by other charged E residues
that are on the edge of the membrane (e.g. Asp126, Asp39,
Asp131, and Lys30). Some nonpolar E residues, such as
Trp24 and Phe20, also make positive contributions because
of favorable interactions in the soluble N state. Many of the
large negative contributions are from I residues that happen
to make good interactions in the TMBB decoy structure.

Discussion
A simple extension of the IMM1 implicit membrane model
led to an energy function that can be used to study membrane
proteins with an aqueous pore. MD simulations of a range
of TMBBs with this function gave stable trajectories and
favorable membrane insertion energies. In principle the
function could be used with non-â-barrel MPs, such as ion
channels. However, the simple cylindrical shape of the pore

makes it best for cylindrical molecules. Other pore shapes
could be accommodated by changing the definition of the
function h(r′) in eq 9. For example, the pore cross section
could be made elliptical, or it could be made to vary along
the z axis.

One limitation is that the aqueous pore is static. Therefore,
the energy function cannot be used to study, for example,
concerted protein insertion and aqueous pore formation. This
problem could conceivably be addressed by making the pore
shape and size a dynamic variable in the MD simulation, in
much the same way as the piston in constant pressure
simulations27 or the titration variables in constant-pH simula-
tions.28

One important application of IMM1-pore stems from its
ability to discriminate the native state of TMBBs. Because
it is based on physics, it can be used to obtain insights into
the features that drive or do not drive protein sequences into
TMBB conformations. A first attempt to do so was made
here by comparing OmpA with RBP. The major conclusions
from this comparison are the following:

(1) The interior residues make a significant contribution
to TMBB stability by engaging in favorable interactions with
other interior residues. This effect may be largest for small
barrels, where the interior residues are in contact with
residues across the pore.

(2) Polar and charged residues at the edges of the exterior
face of theâ-strands destabilize the putative TMBB fold.
For the positively charged residues this effect will depend
on the nature of the lipids (zwitterionic or anionic).

The results have implications for bioinformatic approaches
to TMBB structure prediction. Neural networks and Hidden
Markov Models recognize amino acid composition and
perhaps certain sequence patterns. Wimley’s analysis of
amino acid abundance at exterior and interior positions is
essentially a one-body term. None of these approaches
includes the effect of specific interactions between residues.
It appears that inclusion of a pairwise score (as, for example,
in soluble protein structure prediction29,30) should improve
the discrimination.
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Abstract: Over the past years Brownian dynamics (BD) simulations have been proven to be a
suitable tool for the analysis of protein-protein association. The computed rates and relative
trends for protein mutants and different ionic strength are generally in good agreement with
experimental results, e.g. see ref 1. By design, BD simulations correspond to an intensive
sampling over energetically favorable states, rather than to a systematic sampling over all
possible states which is feasible only at rather low resolution. On the example of barnase and
barstar, a well characterized model system of electrostatically steered diffusional encounter,
we report here the computation of the 6-dimensional free energy landscape for the encounter
process of two proteins by a novel, careful analysis of the trajectories from BD simulations. The
aim of these studies was the clarification of the encounter state. Along the trajectories, the
individual positions and orientations of one protein (relative to the other) are recorded and stored
in so-called occupancy maps. Since the number of simulated trajectories is sufficiently high,
these occupancy maps can be interpreted as a probability distribution which allows the calculation
of the entropy landscape by the use of a locally defined entropy function. Additionally, the
configuration dependent electrostatic and desolvation energies are recorded in separate maps.
The free energy landscape of protein-protein encounter is finally obtained by summing the
energy and entropy contributions. In the free energy profile along the reaction path, which is
defined as the path along the minima in the free energy landscape, a minimum shows up
suggesting this to be used as the definition of the encounter state. This minimum describes a
state of reduced diffusion velocity where the electrostatic attraction is compensated by the
repulsion due to the unfavorable desolvation of the charged residues and the entropy loss due
to the increasing restriction of the motional freedom. In the simulations the orientational degrees
of freedom at the encounter state are found to be less restricted than the translational degrees
of freedom. Therefore, the orientational alignment of the two binding partners seems to take
place beyond this free energy minimum. The free energy profiles along the reaction pathway
are compared for different ionic strength and temperature. This novel analysis technique facilitates
mechanistic interpretation of protein-protein encounter pathways which should be useful for
interpretation of experimental results as well.

Introduction
The association of two proteins is commonly described by
a simple picture where initially the free proteins diffuse

randomly in solution until they enter into the electrostatic
field of the other, the so-called steering region. In this region
they move by directional diffusion toward the so-called
encounter complex. Once the encounter complex is formed,
it can either dissociate or evolve into the final complex. The
process of association to finally form a bound complex can

* Corresponding author phone:+49 681 302 64165; e-mail:
volkhard.helms@bioinformatik.uni-saarland.de.
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thus be divided into two steps, where the first one is the
formation of the encounter complex, the end-point of the
diffusional encounter, while in the second step the proteins
subsequently rearrange to form the final bound complex.2

Figure 1 shows a sketch of the free energy profile along the
path of minimal free energy, also called reaction pathway,
for an electrostatically steered association: (1) denotes the
region of free diffusion, (2) the steering region, (3) a
minimum of free energy, here used as definition of the
encounter complex, (4) the transition state, and (5) the bound
state. Since the first process including the formation of the
encounter complex is diffusion limited, it can be modeled
by Brownian Dynamics (BD) simulations. The computed
association rates from these simulations are in excellent
agreement with experimental results once a definition of the
so-calleddiffusional encounter complex(which is different
from our definition) is used.1 This diffusional encounter
complex is supposed to be located just behind the transition
state (4). In the transition state there is a 50:50 chance of
binding or association; a position closer than the transition
state reflects a 100% probability of binding.

Typical BD simulations of protein-protein encounter
employ a series of simplifications: the proteins are modeled
as rigid bodies and short-range interactions such as van der
Waals forces and the formation of hydrogen bonds and salt
bridges are not modeled. However, both aspects become
important when the proteins approach the bound conforma-
tion, i.e., in the region beyond the diffusion limited regime.
To model this second step in the process of association, the
transition from the encounter to the bound state, likely more
detailed simulation methods have to be applied. In Figure 1
the region up to the first black circle, including the steering
region and the formation of the encounter complex, can be
well modeled by BD simulations. The second circle indicates
the point-of-no-return, i.e., where the proteins are committed
to form a bound complex.

While the above-described two-step model of protein-
protein association certainly holds true, the detailed steps in

diffusional protein-protein encounter are still subject of
discussion. In particular the definition of the encounter
complex, the intermediate step before the formation of the
bound complex, is not completely clear. In a recent article3

Gabdoulline and Wade have summarized several structural
approaches, e.g. the formation of two or three contacts with
a certain maximum distance (set by comparison with
experimental results),4 the rotational restriction and the
surface area buried in the protein-protein interface,5 or a
maximum deviation of two orientational angles from the
bound structure.6 On the other hand, Camacho and co-
workers7 suggested defining the encounter state as a local
minimum in the free energy landscape, an approach which
has been taken up in this work. Since protein-protein
encounter can be understood as diffusional motion on a
funnel-shaped potential energy surface, the knowledge of the
free energy landscape should provide a full picture about
the encounter process. In their work, the free energy
landscape, which was defined as the sum of the electrostatic
and desolvation energy, was determined by a systematic
sampling of the 6-dimensional conformation space. A
disadvantage of this systematic sampling is the immense
computational effort if it is performed even at medium
resolution. For example, a resolution of 10° for the five
angular coordinates and 5 Å for the radial coordinate in a
range of 50 Å results in a computation of 363 * 182 * 10 ∼
108 values. An attractive alternative are simulation methods
that give a preferential sampling of the energy landscape,
i.e., along the energy valleys.

Here, we present results from BD simulations for the
example of barnase and barstar with the aim of clarifying
the definition of the encounter state. The ribonuclease barnase
and its inhibitor barstar provide a well characterized model
system of electrically steered diffusional encounter.1,5-10 In
our studies we examined the electrostatic and desolvation
energy along the protein trajectories and additionally recorded
the occupancy of the configuration space. This additional
information provides insight into the restrictions of the
positional and orientational degrees of freedom during the
encounter process. These occupancy maps are interpreted
as probability distributions in order to derive the entropy
landscape by applying a locally defined entropy function.
This entropy function takes into account the occupancies of
all those configurations, which are reachable from the
particular position and orientation within one Brownian
dynamics time step.

Estimations of the loss of translational and rotational
entropy during the complex formation of barnase and barstar
using geometric constraints gave values around 15 kcal/mol,5

while the application of the gas-phase expressions of the
translational and rotational entropy results in 28 kcal/mol.11

In contrast, Frisch and co-workers showed in an experimental
study that the activation entropy at the transition state is close
to zero.12 In this case the entropy corresponds to the loss of
translational, rotational, and internal degrees of freedom as
well as the entropy of the surrounding solvent, i.e., neither
of these processes is very pronounced, or their contributions
cancel each other. These examples show that the issue of

Figure 1. Sketch of the free energy profile along the reaction
pathway: (1) denotes the region of free diffusion, (2) the
steering region, (3) a minimum of free energy, here used as
a definition of the encounter complex, (4) the transition state,
and (5) the bound state. The region up to the first black circle,
including the steering region and the formation of the encoun-
ter complex, can be well modeled by BD simulations. The
second circle indicates the point-of-no-return, i.e., where the
proteins are committed to form a bound complex.
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deriving the entropy for protein-protein association is
controversial.

As a final point of our analysis, the free energy landscape
is computed by summing the electrostatic and desolvation
energies as well as the translational and rotational entropy
losses. The free energy profile along the reaction path, which
is defined as the path along the minima of the free energy
landscape, contains detailed information about the encounter
process. The characteristic minimum in the free energy
profile is located at the intersection of a favorably decreasing
electrostatic interaction energy with an unfavorable desol-
vation energy and, most notably, with the unfavorable
restriction of translational and rotational degrees of freedom.
This minimum should be amenable to time-resolved spec-
troscopic investigation, possibly only in the future.

Methods
Structures. We used the coordinates of barnase and barstar
(see Figure 2) as they were prepared by Gabdoulline and
Wade and included in the SDA software package.10

In their work, the coordinates of the barnase-barstar
complex, determined to 2.0 Å resolution by Buckle and co-
workers,8 were taken from the protein data bank (PDB code
1brs). For barnase chain A was used and for barstar chain
D. The two other pairs of chains in the crystal structure were
used to model the missing side chain atoms in the A and D
chains. Crystallographic water molecules were removed.
Polar hydrogen atoms were added, and their positions were
optimized by energy minimization with the CHARMM

program13 using the QUANTA molecular graphics package.14

Side-chain conformations were kept the same as in the
barnase-barstar complex.

Computation of Forces. In the BD simulations of this
work the computation of forces and torques which act on
the proteins are performed as it is described in ref 15. First
we give a brief overview of the steps involved: For each
protein electrostatic potential grids are computed, taking into
account the inhomogeneous dielectric medium and the
surrounding ionic solvent. A set of effective charges is
computed for each protein which represent the external
electrostatic potential of the molecule. These sets of effective
charges are used to calculate the intermolecular electrostatic
interactions during the BD simulation. A further contribution
is computed for the interaction of the charges of the proteins
with precomputed desolvation grids representing the penalty
due to charge desolvation by the low dielectric of the protein
interior. Short-range forces are treated in a rather coarse
manner by prohibiting overlap of the exclusion volumes of
the proteins. The results of our work, the analysis of the
encounter pathways and the encounter free energy profiles,
are complementary to recent studies of association rates of
barnase and barstar, in particular to the work of R. R.
Gabdoulline and R. C. Wade. To allow a comparison to their
results, we used the same parameters for the computation of
forces as in ref 1.

Now the individual steps are described in detail. For the
modeling of the long-range electrostatic interaction of the
proteins, solutions of the full Poisson-Boltzmann equation

Figure 2. Definition of the reference coordinate system: (A) the positional coordinates and (B) the orientational coordinates.
Barnase (protein 1) is displayed in light gray, barstar (protein 2) in dark gray. The black points indicate the position of
SER38:OG used for the definition of the x-axis. The definition of the coordinates and the angles is given in the text. Figures 2
and 8 were generated using the VMD program.28
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were computed for each protein using the UHBD program.16

Partial atomic charges and atomic radii were assigned from
the OPLS parameter set.17 The protonation states of titratable
residues were assigned according to their standard protona-
tion states at the experimental pH of 8.0.9 Grids with
dimensions of 150× 150× 150 nodes and a 1.0-Å spacing
centered on each of the proteins were used. The ionic strength
of the solvent was varied in 10 logarithmic steps from 0 to
1600 mM at a constant temperature of 300 K. To model
infinite ionic strength one simulation was performed where
all the interaction forces except for the exclusion forces were
switched off. For the study of the temperature dependence,
the ionic strength was set to 50 mM, while the temperature
was varied in steps of 20 K in the range between 200 and
400 K. Phase transitions of water atT ) 273 and 373 K
were not considered (see Discussion). In all calculations the
dielectric constant for the protein interior was set to 4.0. The
external solvent dielectric was calculated by a polynomial
fit of the dielectric constant of water for the temperatures as
given in ref 18, at 300 K being 77.7. [Besides the polynomial
approachε(T) ) b0 + b1Tc + b2Tc

2 + b3Tc
3, Tc ) T - 273.15

K, an exponential fitting equationε(T) ) exp(b0 + b1Tc) is
suggested in ref 18. The relative deviation of the fitted to
the given values, however, was much smaller for the
polynomial approach. Again, phase transitions were omitted.]
The values for the solvent dielectric which were used in the
simulations are listed in Table 1.

The effective charge method (ECM)19 was used to derive
charges that represent the external electrostatic potential of
the molecule in a uniform dielectric medium. The effective
charges were fitted to reproduce the electrostatic potential
in a 3 Å thick layer starting at the accessible surface defined
by a probe of radius 4 Å and extending outward from the
protein. To compute forces and torques acting on protein
2(1), the array of effective charges for protein 2(1) is placed
on the electrostatic potential grid of protein 1(2).

Short-range repulsive forces are treated by an exclusion
volume prohibiting van der Waals overlap of the proteins.
The exclusion volume is precalculated on a grid with 0.5 Å
grid spacing. If a move during the BD simulation would
result in van der Waals overlap, the BD step is repeated with

different random numbers until no overlap occurs. The
surface-exposed atoms of the smaller protein are listed, and
steric overlap is defined to occur when one of the surface-
exposed atoms is projected on a grid point which represents
the interior of the larger protein.20

Charge desolvation penalties are computed in an ap-
proximate fashion which treats the solvation of each charge
independently.15 The charge desolvation penalty of one
protein is taken as the sum of desolvation penalties of each
charge of that protein. The desolvation penalty of each charge
is the sum of desolvation penalties due to the low dielectric
cavity of each atom of the other protein. The desolvation
energy of protein 1, due to the presence of protein 2, is
approximated as

whereκ is the Debye-Hückel parameter,εs andεp are the
dielectric constants of the solvent and the protein, respec-
tively, qi is the effective charge on theith atom of protein 1,
aj is the radius of thejth atom of protein 2, andrij is the
distance between the two atoms. The summation is carried
out over all possible pairs of effective charges on protein 1
and atoms on protein 2. The scaling factorR for the
weighting between electrostatic interaction and desolvation
terms was set to 1.67. The validity of this choice may be
assessed from the electrostatic interaction free energy
calculations shown in Figures 1 and 2 of ref 1.

The atom-atom contacts of thereaction patchesare
assigned in a fully automated way independent of which
residue each atom is in ref 10. Possible contacts are those
pairs between hydrogen-bond donor and acceptor atoms
having a separation distance of less than 5.0 Å in the X-ray
structure of the complex.

Brownian Dynamics Simulation.For the BD simulations
we used the software package SDA (Simulation of Diffu-
sional Association of proteins)4,10 which was modified to
allow for a detailed analysis of the trajectories. As in other
BD simulations of protein-protein encounter like UHBD16

or MacroDox,21 SDA makes simplifications which become
important only at small protein-protein separations: the
proteins are modeled as rigid bodies and short-range interac-
tions as van der Waals forces and the formations of hydrogen
bonds and salt bridges are not modeled.

For each set of parameters, 10 000 trajectories were
simulated. The trajectories start with the two proteins at a
center-to-center distanceb with randomly chosen orientations
and finish when the proteins reach a center-to-center distance
c > b. In all simulationsb was chosen as 100 Å andc as
500 Å. This corresponds to 7.4 and 36.8 Debye lengths at
300 K and 50 mM. The diffusion equation is solved by the
Ermak-McCammon algorithm.22 The translational Brownian
motion of two interacting proteins is simulated as the
displacement∆r of the relative separation vectorr during a
time step∆t according to the relation

Table 1: Shown Are the Solvent Dielectric εsolv, Viscosity
η, and Diffusion Coefficients for Barnase and Barstar for
the Temperatures Used in the Simulationsa

T
[K] εsolv

η
[Pa s]

D
[Å2/ps]

DR,bn

[rad2/ps]
DR,bs

[rad2/ps]

200 122.4 4.01 × 10-2 4.40 × 10-4 5.87 × 10-7 6.60 × 10-7

220 111.9 1.39 × 10-2 1.39 × 10-3 1.86 × 10-6 2.09 × 10-6

240 102.2 5.78 × 10-3 3.67 × 10-3 4.89 × 10-6 5.50 × 10-6

260 93.3 2.74 × 10-3 8.37 × 10-3 1.12 × 10-5 1.26 × 10-5

280 85.2 1.45 × 10-3 1.71 × 10-2 2.28 × 10-5 2.56 × 10-5

300 77.7 8.33 × 10-4 3.18 × 10-2 4.24 × 10-5 4.77 × 10-5

320 70.9 5.13 × 10-4 5.51 × 10-2 7.34 × 10-5 8.26 × 10-5

340 64.7 3.35 × 10-4 8.97 × 10-2 1.20 × 10-4 1.35 × 10-4

360 59.0 2.29 × 10-4 1.39 × 10-1 1.85 × 10-4 2.08 × 10-4

380 53.8 1.63 × 10-4 2.06 × 10-1 2.75 × 10-4 3.09 × 10-4

400 49.0 1.20 × 10-4 2.94 × 10-1 3.93 × 10-4 4.42 × 10-4

a D is the relative translational diffusion coefficient, and DR,bn and
DR,bs are the rotational diffusion coefficients for barnase and barstar,
respectively.

∆Gds ) R
εs - εp

εs(2εs + εp)
∑

ij

(1 + κrij)
2 e-2κrij

qi
2aj

3

rij
4

(1)

∆r ) D∆t
kBT

F + R, with 〈R〉 ) 0 and〈R2〉 ) 6D∆t (2)
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where F is the systematic interparticle force,kB is the
Boltzmann constant,T is the temperature, andR is the
stochastic displacement arising from collisions of the proteins
with solvent molecules. Two analogous formulas are used
to generate the rotational motions of the two proteins in terms
of rotation anglewj ) (w1j, w2j, w3j), torqueT ij acting on
protein i due to proteinj, and rotational diffusion constant
DiR of each proteini (i, j ) 1, 2, i * j):

The diffusional properties of the molecules are assumed
to be isotropic. In ref 1 a relative translational diffusion
constant of 0.030 Å2/ps was used, based on the individual
diffusion constants of 0.015 Å2/ps assigned to both barnase
and barstar in aqueous solution at 298 K, and rotational
diffusion constants of 4.0× 10-5 and 4.5× 10-5 radian2/ps
for barnase and barstar, respectively. Based on these values,
we calculated the diffusion coefficients for temperatures in
the range from 200 to 400 K according to the Einstein-
Stokes relationshipD ∝ T/η(T). Here the temperature
dependence of the solvent viscosity is approximately given
by the Arrhenius behaviorη(T) ) AeEa/RT, and Ea is the
activation energy for the solvent molecules in their respective
cages (water:A ) 1.05× 10-6 Pa s,Ea ) 4.02 kcal/mol23).
Table 1 lists the viscosity and the diffusion coefficients for
the temperatures used in the simulations.

For T ) 300 K, the time step was set to 1.0 ps for center-
to-center distances up to 75 Å. For larger distances it
increased linearly with the intermolecular separation up to
about 200 ps at 500 Å. This corresponds to an average
random displacement of 0.4 Å at small and medium
separations and 6.0 Å at the largest separation of 500 Å.
For the simulations at higher or lower temperature the time
step was adjusted to keep the average random displacement
constant, according to∆r ) x6D∆t.

To reduce the computational cost of the simulations, no
hydrodynamic interactions were considered. It was shown
that the effect on the protein-protein association rates is
rather small.24 Also in previous BD studies with simplified
cytochromec molecules it was found that hydrodynamics
has only a small influence.25 Hydrophobic forces are not
included, since they are assumed to become important only
at small contact distances.

The simulation software SDA also allows for the com-
putation of association rates. This was covered in detail in
previous work by others.1,10,26In this study, we concentrate
on the analysis of the trajectories, largely omitting the
computed association rates.

For the simulation at 300 K and 50 mM the computation
time for 10 000 trajectories including the trajectory analysis
and entropy calculation amounts to about 160 h on one
pentium IV processor (2.8 GHz). With an average length of
a single trajectory of about 70 000 steps, the average
simulated time of one trajectory is 1.5µs. For the simulations
with different ionic strength and temperature these values
are similar.

Trajectory Analysis. After each time step of the simulated
trajectories the positional and orientational coordinates of
protein 2 (relative to protein 1) are computed with respect
to a reference coordinate system of the 6-dimensional
configuration space. During the simulations these coordinates
are assigned to the nodes of a 6-dimensional grid on which
the occupancy, energy, and entropy maps are computed. Note
that the maps for the positional and orientational coordinates
were computed separately since the handling of a 6-dimen-
sional grid even at moderate resolution is computationally
not feasible.

For the positional coordinates a spherical coordinate frame
was chosen. If the center-to-center distanced1-2 is defined
as the reaction coordinate, the origin of the coordinate frame
is the center of protein 1. In the case of using a contact
distance as reaction coordinate (see below), the origin is the
geometric center of the interaction patch of protein 1. The
z-axis is defined as the vector from the center of protein 1
to the center of protein 2 in the bound state of the crystal
structure, see Figure 2A. Without loss of generality, thex-axis
is defined (orthogonal to thez-axis) by the vector from the
center of the reaction patch of protein 1 to the first atom in
the list of reaction atoms. In the case of barnase this was
SER38:OG (shown as black sphere in Figure 2). Therefore,
the negativex-axis points approximately into the direction
from the patch center towards the guanine binding loop. The
y-axis is defined orthogonal to thex- andz-axes. The angle
between thez-axis and the center-to-center vector for a given
trajectory position is denoted as the polar angleθ. The
azimuthal angleφ is the angle in thexy-plane from thex-axis.
For the visualization of the computed occupancy maps
(Figure 4A, see below), the coordinatesθ andφ are replaced
by ‘semi-Cartesian’ coordinatesφx andφy, which are thex-
andy-contributions of the normalized center-to-center vector.

The orientational coordinates are defined similarly to the
positional coordinates (see Figure 2B) by exchanging the
center-to-center vectors with the normal vectors of the
reaction patches of the proteins (denoted asn1 andn2). Here,
the normal vector of protein 1 is defined to point outward

∆wi )
DiR∆t

kBT
T ij + W i with 〈W i〉 ) 0 and〈W i

2〉 ) 6DiR∆t

(3)

Figure 3. Four possible definitions of the distance axis used
here: the center-to-center distance (A), the minimum contact
distance (B), the average contact distance (C), and the
distance between the geometric centers of the contact
surfaces (D).
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of the protein, while the normal vector of protein 2 is defined
to point inward, so that in the bound state the two vectors
are approximately parallel. Thezn-axis is given by the normal
vector of protein 1, and thexn-axis is defined analogously
using the first reaction atom of protein 1. Indexn refers to
the normal vectors of the reaction patches. Theyn-axis is
defined orthogonal to thexn- and zn-axis. Again,θn is the
angle between the vectors andφn the azimuthal angle. The
third orientational coordinate, the angleωn, is given by the
rotation of protein 2 around the normal vector of the reaction
patch,ωn ) 0 denoting the orientation of protein 2 in the
bound state. Analogous to the positional coordinates, the
orientational coordinatesθn andφn are replaced byφn,x and
φn,y for the visualization of the computed occupancy maps
(Figure 4B, see below).

When aiming at a global description of the encounter of
the two proteins, the center-to-center distanced1-2 (Figure
3A) is certainly the ideal definition for thereaction coor-
dinate (the third positional coordinate). This definition,
however, is independent of the orientation of the proteins
with respect to their reaction patches and is therefore
problematic for analyzing the encounter of the interaction
patches. At closer distances it is therefore preferable to define
a so-called ‘contact distance’. Gabdoulline and Wade10 used
the definition of the minimum contact distancecdmin (Figure
3B), i.e., the minimal distance between all contact pairs.
Alternatively, the average value of all contact pair distances,
cdaVg (Figure 3C), gives a balanced description of the
orientation of both interfaces. A further possible definition
is the distance between the geometric centers of the protein
interfaces,cdcenter (Figure 3D).

As already mentioned, the occupancy, energy, and entropy
maps are computed on a grid while treating the positional
and orientational coordinates separately. One set of 3-di-
mensional matrices is computed for the translational coor-
dinates, a second set for the rotational coordinatesφn,x and

φn,y plus the distance coordinate, and a third matrix forωn

and the distance coordinate.
Computing the occupancy maps with respect to the

positional coordinates can be understood as projecting the
position of protein 2 onto a plane which is perpendicular to
the center-to-center vectord1-2 of the proteins in the bound
state, see Figure 4A. The origin of these occupancy maps is
given by the position of protein 2 in the bound state. After
each time step, the occupancy value of the grid element
associated with the position of protein 2 is increased by 1.
Note that for positions of protein 2 above the denoted plane
(for θ e π) and below (forθ > π) two distinct sets of
matrices are needed which represent the upper and lower
half spheres.

The occupancy maps with respect to the orientational
coordinatesφn,x andφn,y are computed similarly. The normal
vector of protein 2 is projected onto a plane which is
perpendicular to the normal vector of protein 1, see Figure
4B. Here, the origin is the tip of the normal vector of the
reaction patch of protein 1. Again, two distinct sets of
matrices are needed which represent the upper and lower
half spheres.

Figure 5 displays the resulting occupancy maps of the
simulation at 50 mM and 300 K. A detailed description is
given in the Results section. The electrostatic and desolvation
energies as well as the translational and rotational entropy
losses (see below) are recorded in further sets of matrices
(not shown). In the matrices assigned to the electrostatic and
desolvation energies the minimum values for the given
position/orientation are stored, thus allowing to finally
identify the minimum free energy paths.

The spacing of the grid representing the conformation
space should be chosen large enough to ensure a good
statistics, but at the same time fine enough to reveal the
details of the encounter process, especially in combination
with the choice of∆r and∆w in the entropy definition, see
below. Along the anglesφx andφy as well asφn,x andφn,y

we used a discretization with 2× 101 nodes (for the upper
and lower half spheres), i.e., an average step size of 1.8°.
For ωn we used a step size of 4°, i.e., 90 nodes. Along the
distance axis a spacing of 2 Å was used over a distance of
80 Å. The initial value was set by the corresponding distance
of the proteins in the bound state. Finally, the occupancy
maps were normalized with respect to the size of the volume
elements of the grids.

Calculation of the Entropy Landscape.By interpreting
the computed occupancy maps as probability distributions,
the contribution of the translational and rotational entropy
to the free energy landscape is computed by the restriction
of the degrees of motional freedom. The total entropy loss
of protein-protein encounter is calculated as the sum of the
translational and rotational entropy27

The splitting of the entropy into the translational and
rotational parts is valid if the positions and the orientations
of the proteins are decoupled. This certainly holds true if
the proteins are far apart. Therefore, eq 4 can be assumed to
be approximately valid in the region of free diffusion until

Figure 4. The computation of the occupancy maps, displayed
by the projection of the position (A) and orientation (B) of
protein 2 (relative to protein 1) onto a plane, which is
perpendicular to the center-to-center vector of the proteins in
the bound state, and to the normal vector of the reaction patch
of protein 1, respectively (see text). The colors in the
occupancy maps change from blue (low) to red (high).

∆S) ∆Strans + ∆Srot (4)
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the proteins form the encounter complex (see below). The
splitting into the translational and rotational parts allows the
separate computation of the entropy maps with respect to
the positional and orientational coordinates. The computed
values are stored in a further set of matrices, representing
the entropy landscape. These matrices have the same grid
sizes as the occupancy and energy matrices (see above). The
entropy loss is computed separately for all grid nodes of the
spatial and angular space which together represent the
entropy landscape.

Since the proteins are simulated as rigid bodies we do not
account for the internal entropy loss of the proteins concern-
ing vibrational modes and side chain conformations. How-

ever, it can be assumed that this entropy contribution only
becomes important for protein-protein separations of a few
Å, i.e., in a regime, where the protein motions are not
diffusion-limited anymore. Also, the entropy of the solvent
is not considered here. Again, this contribution can be
assumed to be limited to small protein-protein distances.

If the process of protein encounter is considered as a step-
by-step process on a molecular level, it is clear that a protein
at a certain position and with a certain orientation cannot
explore the full configuration space within a Brownian
dynamics time step. Therefore, we are interested in calculat-
ing the position and orientation dependent (local) entropy
loss, rather than the total (global) entropy loss during the

Figure 5. The computed occupancy maps after 10 000 trajectories as a function of the average contact distance cdavg: (A) for
the positional coordinates φx and φy and (B) for the orientational coordinates φn,x and φn,y. Red means high occupancy and blue
low occupancy.
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association process. For the computation of the local entropy
loss it seems reasonable to take into account the occupancies
of all those configurations (positions and orientations), which
are reachable from the particular position and orientation
within one Brownian dynamics time step, i.e., which are
within its accessibleVolumeof the configuration space. The
size of the accessible spatial and angular volumesV andY
should be in the range of the mean positional and orienta-
tional displacements during a Brownian dynamics time step.
Since the protein motions are isotropic on average, we chose
V as a sphere around the position of the protein andY as a
sphere around its orientation. The corresponding radii are
∆F and∆ω, respectively.

In general, the entropy of a system withN states is given
by

where thePn are the probabilities for each staten. In the
case where all states are equally probable, i.e.,Pn ) 1/N for
all n, this is the famous formulaS ) kB ln N. To compute
the local entropy loss at the given position and orientation
from the occupancy of the positions and orientations (the
states) within the accessible volumesV andY, we applied
the basic formula, eq 5, by interpreting the occupancy
landscape as a probability distribution. This configuration
dependent entropy value is then compared to the entropy
with a constant, isotropic probability distribution, which is
the reference state if the proteins are far apart. Note that the
entropy loss is computed separately for all grid nodes of the
positional and orientational configuration space, which finally
represent the entropy landscape. The translational entropy
loss relative to the reference state at a given position is
calculated in the following way: If the occupancy of a given
staten in the volumeV is Fn and the total occupancy of all
states withinV is Ftot, then the probability for staten is
Pn ) Fn/Ftot. According to eq 5 the entropy is

whereN is the number of states withinV, i.e., the number
of grid points in this volume. Relative to the isotropic
reference state withPn ) 1/N, the translational entropy loss
during the process of protein-protein encounter is

The rotational entropy loss is computed analogously. It
should be noted that the numerical value of the entropy as
calculated by the above procedure is sensitive to the
resolution of the occupancy maps (i.e. the number of states
within the volumesV andY). We tested grid sizes between
21 and 201 nodes. The computed entropy curves (not shown)
are quite similar, and only the smallest resolution results in
too large values due to the decreasing statistics.

According to the formulas for the Brownian motion of
two interacting proteins, eqs 2 and 3, the average translational
and rotational displacement of barnase and barstar during a

time step of∆t ) 1.0 ps is∆r ) x6D∆t = 0.4 Å and∆wi

) x6DiR∆t = 1.3° at a temperature of 300 K. These are,
however, minimum values for∆F and ∆ω (the radii of V
andY ), since the displacements can be larger in a combined
translational and rotational motion. Additionally, the average
translational displacement is much larger when measured
with respect to the contact distance, instead of the center-
to-center distance. Some further, more technical aspects have
to be taken into account for the choice of∆F and∆ω: On
one hand, they should not be smaller than the resolution of
the occupancy maps to ensure that the number of states
within the volume of the configuration spaceVY is not too
small. On the other hand,∆F and∆ω should be in the range
of the average displacement in a BD time step to keep the
idea of the local entropy definition.

Free Energy Landscape. In the sections above we
described the computation of the energy and entropy
landscapes. The contributions of electrostatic and desolvation
energies as well as the translational and rotational entropy
loss are stored in matrices, which represent the 6-dimensional
configuration space. These matrices have the same grid sizes
as the occupancy maps, and they are computed separately
for the positional and orientational coordinates. In the energy
matrices the minimum values for the given position/orienta-
tion are stored, finally allowing to identify the minimum free
energy path. The translational and rotational entropy maps
are calculated by interpreting the occupancy maps as
probability distributions, i.e., by the restriction of the degrees
of motional freedom.

With the energy and entropy contributions as functions
of the translational and rotational coordinates, the free energy
landscape of the encounter process is given by the sum of
the electrostatic energy, the desolvation energy, and the
translational/rotational entropy:

Note that the free energy is calculated for each grid node
of the spatial and angular space, representing the free energy
landscape of the protein-protein encounter.

The reaction path is defined as the path along the minima
of the free energy landscape. In Figure 6 the electrostatic
interaction energy (A), the (negative) translational and
rotational entropy loss (B), the desolvation energy (C), and
the free energy (D) of protein-protein encounter along the
reaction path is displayed for∆F and∆ω varying from 2 to
5 Å and 2 to 5°, respectively.∆F and∆ω denote the sizes
of accessible volumes, i.e., the regions which are reachable
from a certain position and orientation within one Brownian
dynamics time step (see above). The entropic contribution
is only weakly dependent on the volumesV andY (Figure
6B). In all further simulations we used∆F ) 3 Å and∆ω
) 3°. These values were kept constant also for varying
temperature, since the time step in these simulations was
adjusted to the average displacement atT ) 300 K.

Results
The trajectories from BD simulations of protein-protein
encounter were analyzed for the model system barnase-

S) -kB∑
n)1

N

Pn ln Pn (5)

Str ) -kB∑
n)1

N

Pn ln Pn ) kB(ln Ftot -
1

Ftot
∑
n)1

N

Fn ln Fn) (6)

∆Str ) Str - kB ln N (7)

∆G ) ∆Eel + ∆Gds - T∆Str, ∆Str ) ∆Strans + ∆Srot (8)
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barstar in order to clarify the nature of the encounter state.
As explained in the previous chapter, the occupancy of the
conformation space for the protein-protein encounter of
barnase and barstar was computed on grids representing the
6-dimensional configuration space: one set of 3-dimensional
matrices for the translational coordinates, one set for the
rotational coordinatesφn,x andφn,y plus the distance coordi-
nate, and another matrix forωn and the distance coordinate.
In Figure 5 the occupancy is displayed as a function of the
average contact distancecdaVg, ranging from 9 to 29 Å with
a step size of 2 Å (here only every second image is shown).
While the average contact distance between the reaction
patches of barnase and barstar in the crystal structure of the
bound state is 4.0 Å, the closest configuration found in any
trajectory is at 7 Å. It is to be expected that the particle
density at such close distances is underestimated due to the
neglect of adhesive interactions such as hydrophobic forces.
The results shown in Figures 5-8 refer to the trajectory
analysis of barnase and barstar at 300 K and 50 mM. In
Figure 9 the dependence on ionic strength and temperature
is investigated.

Figure 5A displays the occupancy as a function of the
positional coordinatesφx and φy (i.e. of θ and φ) for
increasingcdaVg. Every disk shows the occupancy on the
upper half (forθ < π) of a shell with a thickness of 2 Å,
projected on the plane perpendicular to the center-to-center
vector of the proteins in the bound state (see Figure 4A).
The black circles denoteθ ) 30°, 60°, and 90°. For small
cdaVg up to 17 Å, the occupied positions are quite close to
the position of the proteins in the bound state, while the
occupancy cloud is spread wider for increasing distance. At
larger distances this cloud also becomes more anisotropic
with respect to the angleφ, and the maximum of the
occupancy cloud moves downward. For even larger contact
distances (cdaVg > 35 Å) the maximum of the occupancy

cloud is found in the leftmost part of the maps as indicated
already in the lower right map (cdaVg ) 29 Å). This means
that the encounter is steered along a certain pathway towards
the guanine binding loop of barnase. This nonisotropic
encounter of the proteins can be understood from the charge
distributions of barnase and barstar. The occupancy maps
for the lower half spheres are not shown, since they are not
significantly populated for distances shorter thancdaVg ∼ 40
Å.

In Figure 5B the occupancy is shown as a function of the
orientational coordinatesφn,x andφn,y (i.e. ofθn andφn), again
for the upper half sphere (θn < π). These maps are
constructed similarly to the maps described above for the
translational coordinates (see Figure 4B). For smallcdaVg the
orientation of the proteins is close to that in the bound state.
With increasing contact distance the occupancy cloud is
getting larger but also anisotropic with respect to the interface
normal of protein 1. Again, the center of the occupancy cloud
is displayed downward. Together with the interpretation of
Figure 5A (an encounter of protein 2 from the left side is
favorable) this means that already at a contact distance of
25 Å the binding interfaces of the proteins are preoriented
and pointing roughly toward the binding interface of the other
protein. The occupancy as a function of the third orientational
coordinateωn (not shown here) has a funnel-like shape as
well, converging towardωn ) 0° for small contact distances,
i.e., toward the configuration of the proteins in the bound
state.

From these occupancy maps the entropy landscape was
computed by the use of the above-defined local entropy
function. Together with the electrostatic and desolvation
energy, the free energy landscape is calculated as the sum
of all terms. As mentioned above, the reaction pathway of
the protein-protein encounter is given as the path along the
minima in the free energy landscape. Figure 6 displays the

Figure 6. Contributions to the encounter free energy for varying volumes V and Y in the entropy definition, i.e., for varying ∆F
and ∆ω, as a function of the average contact distance: (A) the electrostatic energy, (B) the desolvation energy, and (C) the
translational and rotational entropy. In (D) the free energy is displayed, the characteristic minimum at 21 Å denotes the position
of the encounter complex.

Free Energy of Protein Encounter J. Chem. Theory Comput., Vol. 1, No. 4, 2005731



energy profiles along the reaction path as functions of the
average contact distance for varying volumesV and Y in
the entropy calculation,∆F and∆ω ranging from 2 to 5 Å
and 2 to 5°, respectively. The electrostatic interaction energy
(A) strongly decreases as the proteins get closer down to
-6 kcal/mol, while the desolvation energy (C) is moderately
increasing up to 3 kcal/mol. The (negative) entropic contri-
bution (B) is negligible forcdaVg > 25 Å but increases rapidly
as the proteins approach each other. At a distance of 8 Å
the entropy loss amounts to∼2.5 kcal/mol. The encounter
free energy (D) decreases up to a distance of about 20 Å
due to the favorable electrostatic interaction and increases
again for smaller distances because of the desolvation energy
and the entropy loss. The characteristic minimum between
appears as a useful definition for the position of the encounter
complex. In the following, we refer to ‘minimum’ when
talking about the one-dimensional free energy profiles for
protein-protein encounter. The term ‘encounter complex’
is used to discuss the conformations corresponding to these
minima.

Having reached the encounter state, the proteins may spend
some time in this free energy minimum in order to rearrange
their interfaces including the orientation of the side chains.
Moving the proteins closer than the encounter complex
involves on one hand the (for barnase and barstar) unfavor-
able desolvation of the proteins and finally the loss of
approximately all degrees of freedom of one of the proteins
but on the other hand also the favorable formation of
hydrophobic contacts, hydrogen bonds, and salt bridges. The
entropy loss at the position of the minimum in Figure 6D is
still very small (∼0.2 kcal/mol). This means that almost all
the entropy is lost during the binding process from the
encounter to the bound complex. The variation of the
volumesV andY for the computation of the entropy leads
to an increase of the entropy loss for increasing∆F and∆ω.
This increase is only moderate leading to a slight shift of
∆G for cdaVg e 20 Å. For the subsequent simulations we

chose∆F ) 3 Å and∆ω ) 3°. These values are in the range
of the BD time steps and of the resolution of the occupancy
maps.

In Figure 7 (solid lines) the profile of the encounter free
energy along the reaction pathway is shown for different
definitions of the distance axis (see Figure 3): (A) the center-
to-center distanced1-2, (B) the minimum contact distance
cdmin, (C) the average contact distancecdaVg, and (D) the
distance between the centers of the reaction patchescdcenter.
All four graphs show the characteristic minimum in the
profile denoting the position of the encounter state. The free
energy values of the minimum conformations are quite close
to each other ranging from-2.9 to -3.2 kcal/mol. The
differences arise from the varying discretizations of the
configuration space. The dotted lines show the sum of the
electrostatic and desolvation energies, i.e., the free energy
without the entropy loss. In all graphs the sum of the
electrostatic and desolvation energies at the position of the
minimum is lower than the free energy, while the position
of the minimum is shifted toward smaller distances. These
differences emphasize the importance of the entropy con-
tribution for the definition of the encounter state.

To illustrate the effect of the four different definitions of
the distance axis, representative pdb-structures of the en-
counter complex were constructed from the positions and
orientations of the corresponding minimum free energy
conformations. In Figure 8 they are shown for comparison:
barnase is displayed as a gray van der Waals surface, barstar
is schematically shown as a tube with the atoms of the
reaction patch as spheres. For the bound structure (in black)
only the reaction atoms are displayed. The encounter complex
conformation of barstar is colored in blue for the minimum
position in the free energy profile with the distance axisd1-2

(Figure 7A), in red forcdmin (Figure 7B), in green forcdaVg

(Figure 7C), and in purple forcdcenter (Figure 7D). The
positions of the encounter complex for the different defini-
tions of the distance axis and the corresponding RMSDs to

Figure 7. The profile of the encounter free energy as a function of the 4 different definitions of the distance axis (see Figure 3):
(A) the center-to-center distance d1-2, (B) the minimum contact distance cdmin, (C) the average contact distance cdavg, and (D)
the distance between the geometric centers of the reaction patches cdcenter.
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the bound configuration are as follows:d1-2 ) 32 Å (RMSD
) 16.4 Å), cdmin ) 11 Å (RMSD ) 18.6 Å), cdaVg ) 21 Å
(RMSD ) 18.2 Å), andcdcenter ) 18 Å (RMSD) 18.7 Å).
The pairwise distance between the protein centers in the 4
encounter complex configurations is 7.1( 5.2 Å. The
pairwise RMSD, however, has a large spread: 14.4( 7.2
Å. This indicates that the translational degrees of freedom
are much more restricted in the encounter complex than the
rotational degrees of freedom. The occupancy maps in Figure
5 show the same behavior. The occupancy as a function of
the positional coordinates atcdaVg ) 21 Å is confined to a
rather small area (lower left image of Figure 5A), while the
occupancy cloud for the orientational coordinates at the same
distance is still quite large (lower left image of Figure 5B).

Satisfied by these results we added two series of simula-
tions in order to investigate the dependence of the free energy
profile, in particular the position of the minimum, on the
ionic strength and on the temperature of the solvent. For the
analysis of the ionic strength dependence, the temperature
was set to 300 K, while the ionic strength was varied in

logarithmic steps from 0 mM up to 1600 mM. One
simulation was performed where the electrostatic and de-
solvation forces were switched off in order to model infinite
ionic strength. The results of this study are shown in Figure
9A. The depth of the free energy minimum decreases
continuously with increasing ionic strength due to increasing
shielding of the electrostatic interactions. The entropy
contribution (not shown separately) is almost independent
of the ionic strength. The distance of the minimum is
approximately 22 Å for low and moderate ionic strength,
ranging from 0 mM up to 200 mM. [These values are
computed by a parabolic fit of the free energy profile around
the minimum position.] At even higher values this minimum
disappears involving a rapid jump of the encounter complex
position tog 38 Å. At infinite ionic strength the free energy
profile has no minimum since the entropy loss is the only
contribution. Further sets of simulations were performed with
the same values for temperature and ionic strength but using
the linear instead of the full Poisson-Boltzmann equations
(PBE) for the computation of the electrostatic grids. Although
the depth of the energy minimum is more shallow in the
simulations where the full PBE were used, the shapes of the
free energy profiles (not shown) for varying ionic strength
are quite similar to the profiles displayed in Figure 9A. For
example, the minimum free energy value at 50 mM and 300
K is -3.2 kcal/mol when the full PBE were used and-4.4
for the linear PBE. This effect is most relevant for values of

Figure 8. Comparison of representative conformations of the
encounter complex structures, as defined by the minima in
the encounter free energy profiles in Figure 7. Barnase is
displayed as a gray van der Waals-surface, barstar is
schematically shown as a tube with the reaction atoms as
spheres. For the bound structure (in black) only the reaction
atoms are displayed. The encounter complex conformation
of barstar is colored in blue for the minimum position in the
free energy profile with the distance axis d1-2 (Figure 7A), in
red for cdmin (Figure 7B), in green for cdavg (Figure 7C), and
in purple for cdcenter (Figure 7D).

Figure 9. The encounter free energy profiles (A) for varying
ionic strength at a constant temperature of 300 K and (B) for
varying temperature at a constant ionic strength of 50 mM.
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the ionic strengthe 200 mM, but also the curves at larger
values are slightly shifted.

In the simulations where the full PBE were used, the
solvent dielectricεs was varied according to its temperature
dependency, while in the other simulations (where the linear
PBE were used) it was set to the value of 78. As mentioned
above, in all simulations the phase transitions of water at
273 and 373 K and an eventual unfolding of the proteins
were omitted. The energy and entropy profiles (not shown)
for the latter set of simulations (using the linear PBE at
constantεs) reflect the expected behavior: For increasing
temperature the electrostatic and desolvation energies de-
crease slightly. This is accompanied by a small increase of
the entropy. Both effects can be understood by the increasing
mobility of the proteins at increasing temperature. The overall
shape of the free energy profiles is quite similar, while the
depth of the potential well decreases moderately with
increasing temperature.

The effect of the varying solvent dielectric in the former
set of simulations (using the full PBE at temperature
dependentεs) is somehow surprising. It can be explained by
the better ordering of the water molecules at low temperature
and by the decreasing shielding of water at increasing
temperature. Therefore, the electrostatic and desolvation
energies increase for increasing temperature. Again, the
entropy slightly increases for increasing temperature. The
effects of increasing electrostatics, desolvation, and entropy
almost cancel each other. Thus, the free energy profiles
(Figure 9B) seem to be somehow independent of the
temperature. For increasing temperature the distance of the
minimum systematically increases from 19.7 Å up to 23.6
Å.

Discussion
By analyzing Brownian dynamics trajectories of barnase and
barstar we gained additional insight into the mechanism of
protein-protein encounter, information that is complemen-
tary to the computation of their association rates. From the
detailed evaluation of the trajectories we can learn about the
encounter pathways as well as the degree of preorientation
of the proteins with respect to their reaction patches.
Furthermore, by the definition of a local entropy function,
we are able to compute the free energy landscape as the sum
of the electrostatic and desolvation energies plus the con-
tribution from the translational and rotational entropy. In the
free energy profile along the reaction pathway, defined as
the path along the minima of the free energy function, a
minimum at small protein-protein separations shows up.
Having reached this minimum position after the initial free
diffusion, the proteins may spend some time there in order
to rearrange their interfaces for the formation of the bound
complex. This characteristic minimum is therefore a suitable
definition for the encounter complex, the intermediate state
before the final complexation of the proteins. The positions
of the encounter complex, computed for 4 different defini-
tions of the distance axis, are close to each other, while the
orientational degrees of freedom at the encounter state are
not much restricted. This behavior is reflected in the
occupancy maps in Figure 5. It underlines that the encounter

state as defined by the minimum of free energy is not a single
conformation like the bound state but rather a cloud of
conformations with almost the same, minimal free energy.

It is often assumed that protein-protein complexes with
strong electrostatic steering show a significant degree of
preorientation of both binding partners. Our analysis suggests
that this preorientation mostly affects the translational degrees
of freedom, while the rotational preorientation takes place
during the desolvation phase (between (3) and (4) in Figure
1). In another simulation at 50 mM and 300 K with an
exchange of barnase and barstar (the motion of barnase is
computed relative to barstar) we found that for barstar the
translational degrees of freedom are more restricted than for
barnase. Because of the stochastic nature of BD trajectories
we did not consider it meaningful to distinguish between
‘successful’ and ‘nonsuccessful’ trajectories. At any point
of the occupancy maps, an individual trajectory may proceed
into any arbitrary direction. On the other hand, the behavior
of ensembles of trajectories is determined by the free energy
funnel computed from the occupancy maps. It should be
feasible to compute time scales for transitions between any
two points by a Kramers-like approach. Such analysis will
be presented in a subsequent manuscript.

One may certainly ask whether BD simulations are a
suitable tool for defining the location of the encounter
complex considering that the encounter complex is denoted
as end-point of the diffusional encounter. As mentioned in
the Introduction, typical BD simulations of protein-protein
encounter make simplifications which become important
when the proteins approach the bound conformation, at
protein-protein separations shorter than∼10 Å. In our
studies we found the position of the free energy minimum
at an average contact distance of about 20 Å. For the system
studied here, the region of the encounter complex is therefore
in the regime where the BD simulation would still be valid.

The distance of the minimum position (cdaVg = 21 Å)
corresponds to a minimum contact distance of about 11 Å
(see Figure 7B). This distance is larger than the value of 7.5
Å which was suggested by Gabdoulline and Wade by
comparing the computed association rates with experimental
data for the 3-contacts criterion3 and is significantly larger
than the 6 Å which was used for the criterion of 2
independent contacts between hydrogen-bond donors and
acceptors.1 These authors denoted this position as the
diffusional encounter complex, the end point of diffusional
encounter at which the proteins are committed to form a
bound complex. It can be assumed to be located just after
the transition state (see Figure 1). Since this position is closer
to the bound complex than the encounter complex as defined
in this work by the minimum of free energy, the association
rate at the position of the diffusional encounter complex is
significantly reduced compared to the rate at the free energy
minimum. We computed the association rates in the simula-
tion at 300 K and 50 mM ionic strength as 3.44× 108 M-1

s-1 for 2 independent donor-acceptor contacts shorter than
6.0 Å (i.e. for the diffusional encounter complex) and as 4.07
× 109 M-1 s-1 for 1 donor-acceptor contact shorter than
10 Å (i.e. for the encounter complex). For comparison, the
experimental value is 2.86× 108 M-1 s-1.9 The computed
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values are expected to overestimate the measured rates by
about 30% due to the neglect of the hydrodynamic inter-
actions.1 The position of the diffusional encounter complex
defined by Gabdoulline and Wade therefore yields computed
rates that are comparable to experimental values. On the other
hand, the state of minimal free energy characterized in this
work should be useful for interfacing BD simulations for
protein-protein encounter with atomistic MD simulations
to study the details of the final steps during the binding
process. The free energy minimum should characterize a
short-lifetime intermediate state that may eventually become
accessible to experimental observations. As a note of caution
one should add that many interacting protein-protein pairs
do not show electrostatic complementarity.1 It remains to
be seen whether these systems also show a small free energy
minimum before the onset of freezing rotational and trans-
lational degrees of freedom.

A more detailed analysis of the reaction pathway and the
occupancy maps in Figure 5 shows that barstar is indeed
steered toward the guanine binding loop of barnase in
consistency with the results of Gabdoulline and Wade10 and
Camacho et al.7 Along the encounter process the proteins
are guided by a free energy well: At large distances, barstar
moves toward Lys66 (in Figure 5A from the left) and then
turns to the center of the barnase reaction patch, and, at
cdaVg∼ 25 Å, barstar is steered toward the guanine binding
loop of barnase converging to its bound conformation. This
encounter behavior partly reproduces the result of the
Boltzmann factor calculation of Gabdoulline and Wade
(Figure 5(a) in ref 1). The middle and back part of their
probability distribution is similar to the described pathway.
The front part, however, was found to be energetically
unfavorable.

The free energy profiles were evaluated for varying ionic
strength and temperature. The variation of the ionic strength
has a large impact on the profiles, both for the depth and
for the position of the minimum. The dominating effect is
the increasing shielding of the electrostatic interactions due
to the increasing ionic strength of the solvent which results
in a destabilization of the encounter state for values of the
ionic strengthg 400 mM. The variation of the temperature
of the solvent, in contrast, has only a small effect on the
free energy profiles: For increasing temperature the elec-
trostatic and desolvation energies as well as the entropy
increase in a manner that their effects on the free energy
profile almost cancel out each other. The distance of the
minimum increases continuously by about 4 Å for increasing
temperature. From these studies we can conclude that for
low and moderate ionic strength the position of the encounter
complex is slightly dependent on the temperature but almost
constant for varying ionic strength. At high ionic strength,
however, the encounter complex is destabilized involving a
jump of the position of minimum free energy. The depth of
the minimum varies about 4 kcal/mol between 10 and 1600
mM ionic strength and about 0.6 kcal/mol in the temperature
range from 200 to 400 K. The stability of the encounter
complex is therefore mostly affected by varying ionic
strength compared to variations in temperature. For protein
systems with weaker electrostatic interactions we can

therefore expect that the free energy well at the encounter
complex is flatter. The contribution of the translational and
rotational entropy is expected to depend strongly on the
steepness of the encounter funnel.

Studies of this kind may provide a basis for theoretical
predictions of FRET signals for protein-protein interaction.
Also, they may shed light on the interesting question why
protein surfaces have been formed by evolution into what
we find today. In the future we want to apply our simulation
method to more complex systems such as the encounter of
cytochromec and cytochromec oxidase.26 The focus will
be more on the analysis of the association and dissociation
pathways (ongoing work) and also on time-dependent aspects
of association such as the lifetime of the observed free energy
minimum.
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Xavier Daura,‡,§ and Jose´ M. Lluch*,†,‡

Departament de Quı´mica and Institut de Biotecnologia i de Biomedicina, UniVersitat
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Abstract: Classical molecular dynamics simulations of the D-Gln/Aquifex pyrophilus MurI and

D-Glu/Aquifex pyrophilus MurI complexes have been carried out. Since the active site of the

enzyme contains many charged and polar residues, several binding modes are possible. Thus,

three very different stable conformations of the substrate analogue D-Gln have been found, and

at least three binding modes are possible for the substrate D-Glu. These qualitative results give

an explanation for the apparent disagreement between the D-Gln bound MurI X-ray crystal

structure and the expected position and orientation of the substrate D-Glu in order to make it

possible the assumed CR deprotonation (by Cys70)/reprotonation (by Cys178) racemization

mechanism.

Introduction
D-Amino acids are essential components of peptidoglycans
(alternatively, mureins), which are the rigidifying components
of the bacterial cell walls and protect the organism from
osmotic lysis.1 In particular, D-glutamate is a required
biosynthetic building block added by the enzyme MurD
ligase to the peptidoglycan intermediate uridine 5′-diphos-
phate-N-acetylmuramyl-L-alanine.2,3 The enzyme glutamate
racemase (MurI, EC 5.1.1.3) catalyzes the interconversion
of glutamate enantiomers in a cofactor-independent fashion
and provides bacteria with a source ofD-glutamate.1,4

Mutagenesis knockout experiments inStreptococcus pneu-
moniae (one of the most frequent causes of bacterial
respiratory infection and meningitis) have shown that
glutamate racemase is essential for the viability of this
bacteria.5 Thus, inhibition of glutamate racemase is a very
attractive target for the design of new antibacterial agents,6,7

specially taking into account the alarming increase in
antimicrobial resistance.8,9

Glutamate racemase, as all known amino acid racemases,
seems to operate via an initial deprotonation of the amino
acid’sR-proton, followed by a reprotonation on the opposite
face of the resulting planar anionic intermediate.10,11

Mutagenesis studies support the idea that two cysteines are
the catalytic acid/base residues. These two cysteine residues
and surrounding residues are strictly conserved among all
MurI and other cofactor-independent racemases, including
aspartate racemase.12 In theLactobacillus fermentiglutamate
racemase enzyme only two cysteine residues (Cys73 and
Cys184) are present, and mutation of either of them to alanine
eliminates the racemase activity.13 Similar results were
obtained with Cys-to-Thr/Ala mutants of theEscherichia coli
enzyme.14,15 In addition, Tanner et al. have used an irrevers-
ible inhibitor, aziridino-glutamate,16 to show that at least one
of the cysteines is in the proper vicinity to theR-carbon of
the bound glutamate. Further studies by Glavas and Tan-
ner4,17,18 have determined that Cys73 is responsible for the
deprotonation of the CR atom of D-glutamate, whereas
Cys184 is responsible for the reprotonation of the CR atom
of L-glutamate.

Recently, the X-ray crystallographic structure of glutamate
racemase fromAquifex pyrophilushas been solved by Hwang
et al.19 at 2.3 Å resolution for both apo-MurI and MurI
complexed with a substrate analogue,D-glutamine. The
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corresponding coordinates have been deposited in the Protein
Data Bank (PDB) with the accession codes 1b73 and 1b74,
respectively. To our knowledge, apart from the case of the
diaminopimelate epimerase,20-22 no other structures of a
cofactor-independent amino acid racemase are nowadays
available. In this crystal, MurI exists as a tightly associated
dimer, and the two monomers are related by a crystal-
lographic 2-fold symmetry axis. Each monomer consists of
two compact domains withR/â structure. A large groove is
formed between the two domains. The dominant feature of
the dimerization is an insertion of a loop and aR-helical
region of one monomer into the large groove between the
two domains in the other monomer. This way a deep pocket
comprising residues from both monomers is formed in the
region of the large groove.

In Aquifex pyrophilusthe two catalytic cysteines are Cys70
and Cys178. The binding site of the inhibitorD-Gln has been
observed to be in the deep pocket formed by the two
monomers. A root-mean-square deviation (rmsd) of just 0.72
Å between apo- andD-Gln bound MurI structures indicates
that the binding ofD-Gln to MurI does not induce any
important conformational changes. Surprisingly, while the
Cδ atom ofD-Gln has been found by Hwang et al.19 to be
sandwiched by the two thiol groups of Cys70 (5.1 Å) and
Cys178 (3.0 Å), the CR atom is more than 5.3-7.6 Å away
from the two catalytic cysteines. Thus, in the active siteD-Gln
appears to be flipped 180° from the expected binding of the
substrateD-Glu, in such a way that the Cδ and Cγ atoms of
D-Gln occupy the positions of the CR and Câ atoms ofD-Glu,
respectively. Despite these results, Hwang et al.19 have
proposed, from mutagenesis studies, a CR atom deprotona-
tion (by Cys70)/reprotonation (by Cys178) mechanism for
the racemization ofD-Glu by MurI, in agreement with the
mechanism suggested by Glavas and Tanner.17,18On the other
hand, we have to point out23 that the 1b74 structure deposited
in the PDB is not the real crystal structure obtained by
Hwang et al.19 for theD-Gln Mur I complex but a theoretical
model (described in ref 19). In this model theD-Gln
coordinates were twisted 180° in order to be compatible with
the Tanner’s mechanism. This fact can be easily verified by
analysis of the interatomic distances in the 1b74 structure,
specially the CR-Cys70 and CR-Cys178 distances. To our
knowledge this is still the situation at the moment of writing
this paper.

Since the crystal structure actually determined by Hwang
et al.19 does not appear to be consistent with the assumed
catalytic mechanism, several scenarios can be envisaged: (a)
the binding mode ofD-Glu is different from that ofD-Gln;
(b) the crystallographic model for the binding ofD-Gln to
Aquifex pyrophilus MurI does not correspond to the pre-
dominant binding mode in solution; and (c) racemization of
the substrateD-Glu by MurI does not take place through the
CR atom deprotonation/reprotonation mechanism being the
two cysteines the acid/base residues. Since experimental
determination of the substrateD-Glu bound MurI crystal
structure has not been done, a theoretical analysis of scenarios
(a) and (b) can shed light on this question. To this aim, we
present here classical molecular dynamics simulations of the
D-Gln/Aquifex pyrophilus MurI andD-Glu/Aquifex pyro-

philus MurI complexes. Our structural results will provide
an adequate starting point for later reactivity studies.

Methods
Models of the Enzyme-Ligand Complex. In the present
study, a total of 6 models have been used to computationally
determine the possible orientations of the inhibitorD-Gln
and the substrateD-Glu in the active site of MurI. TheD-Gln-
X-ray model is based on the Cartesian coordinates actually
determined by X-ray crystallography, which were kindly
given to us by Hwang, Cho, and co-workers. TheD-Gln-
modeled model is based on the Cartesian coordinates
contained in the Protein Data Bank at the moment of writing
this paper (code 1b74). These two sets of coordinates only
differ in the ligand coordinates. The 1b73 file (containing
the coordinates of the ligand-free enzyme) has been used to
start the docking simulation explained below, and the results
of this simulation have provided the initial structure for the
D-Gln-docked model. In the case of the three models used
to represent theD-Glu/Aquifex pyrophilusMurI complex, the
starting Cartesian coordinates are the same sets of coordinates
cited above but replacing theD-Gln ligand by a D-Glu
molecule or using aD-Glu molecule as the ligand in the
docking simulation.

In all 6 models the coordinates of the hydrogen atoms of
the ligand, the protein, and the crystallographic waters were
determined using the HBUILD facility in the program
CHARMM (Chemistry at HARvard Macromolecular Me-
chanics).24 According to the mutagenesis studies by Glavas
and Tanner17 and Hwang et al.,19 the strictly conserved
residues Asp7 (Asp10 inL. fermenti), His180 (His186), and
Glu147 (Glu152) have an important catalytic role in either
stabilizing the carbanionic intermediate by hydrogen bonding
interactions or assisting the cysteine bases in the deproto-
nation of glutamate. In addition, Glavas and Tanner17 have
also suggested that Glu147 (Glu152) play a role in glutamate
binding.

Since the aim of this paper is to discern if the actual crystal
structure determined by Hwang et al.19 is compatible with
Tanner’s mechanism, we have assumed that Asp7, Glu147,
and His180 are protonated in the active site of MurI at neutral
pH. On the other hand, we have deprotonated the catalytic
Cys70 residue to be consistent with its proposed role as the
base that abstracts theR-proton in theD to L direction of the
racemase reaction. Thus, the active site protonation state
assumed to be coherent with the proposed mechanism shows
a deprotonated Cys70 close to a protonated Asp7. The
measured kinetic isotope effects suggest that Asp7 could
assist Cys70 either by hydrogen bonding to the thiolate or
by deprotonating the thiol.17 To check which of these two
situations is more favorable, or in other words, which of the
two residues would be preferentially protonated, two energy
minimizations have been done. The first one corresponding
to the state with Asp7 protonated and Cys70 deprotonated
and the second one with Asp7 deprotonated and Cys70
protonated. The minimizations have been carried out on a
24 Å sphere around the substrate’s CR atom with a gradient
tolerance of 0.001 kcal/molÅ, applying a nonbonded cutoff
of 13 Å, and a switch function from 12 to 13 Å. The
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solvation interactions have been modeled with one of the
most accurate analytic Generalized Born approaches, the GB-
MV225 method (the parameters used for this method are listed
in the Supporting Information, Table 1) implemented in
CHARMM c31.24 It has to be noted that the GB-MV2 model
is one of the most accurate analytic GB formalisms designed
to mimic the standard molecular volume based Poisson-
Boltzmann solvation energies.24 We have found that the
model with Cys70 deprotonated/Asp7 protonated is 2.5 kcal/
mol more stable than the Cys70 protonated/Asp7 deproto-
nated model in terms of Gibbs free energy, thus confirming
that the reactive model assumed in the present work is
plausible. The protonation states for all other ionizable
residues were set according to standard pKa values and a
pH of 7. Histidine residues were modeled as neutral or
protonated, with the proton on Nε or/and Nδ, on the basis
of possible hydrogen bond interactions in the X-ray crystal-
lographic structure. The ligand was modeled in its amino
acid zwitterionic form, that is, with the amino group
protonated and the carboxylic group deprotonated.

In all 6 models, to mimic the aqueous environment, we
used the stochastic boundary molecular dynamics (SB-
MD)26,27 simulation technique by adding a 24 Å sphere of
preequilibrated waters centered on the CR atom of the
substrate. Crystallographic water molecules beyond 24 Å of
the origin of this sphere were removed. Water molecules
with their oxygen atom at a distance of 2.5 Å or less from
any non-hydrogen protein, ligand, or crystallographic water
atom were also deleted. This procedure was repeated three
times with randomly rotated water spheres. Then, a molecular
dynamics simulation (5 ps) was carried out to relax energeti-
cally bad contacts, and the 3-fold cycle of superposition,
rotation, and deletion was repeated to fill in additional
cavities generated from the equilibration calculations. The
final 6 models have slightly different total number of atoms
comprised between 10 600 and 10 677. This resulting
configurations are called “initial” in this paper.

In all the simulations, the protein and ligand atoms were
modeled with the CHARMM2228 force field, and the TIP3P29

model was used for water. We note that in CHARMM22
only the protonated form of cysteine is an standard residue,
and thus, we have used molecular mechanics parameters
for a deprotonated cysteine residue extracted from the
CHARMM22 standard parameters of ethylthiolate (see
Supporting Information, Figure 1 and Tables 2-4).

Molecular Dynamics Simulations.The SBMD technique
is an efficient approach to carry out molecular dynamics
simulations of a region of the enzymatic system called the
reaction zone. It reduces the total number of atoms that must
be included in the simulation of the solvated system and,
hence, minimizes the computational costs. The rest of the
system or reservoir zone is held fixed during the simulations
and provides a static field that supplies important electrostatic
interactions of protein atoms near the reaction zone-reservoir
zone boundary. In the present study, the reaction zone
contains the active site residues and all protein and solvent
atoms within a sphere of 24 Å centered on the CR atom of
the substrate. The reaction zone is further divided into the
molecular dynamics region (containing the ligand, the

enzymatic residues, and the water molecules within 20 Å of
the center of the sphere), which is treated with Newtonian
molecular dynamics, and the buffer region (from 20 to 24
Å), which represents a simplified heat bath and is treated
by Langevin dynamics. For each ligand-MurI model, protein
atoms were assigned to one or another region according to
a reference structure at the beginning of the simulation and
they retained their labels throughout the simulation, whereas
water molecules were allowed to diffuse between the
molecular dynamics region and the buffer region. The
Langevin dynamics regime imposes a friction coefficient and
a random force on the heavy atoms in the buffer region.
These atoms are further restrained by imposing a harmonic
restoring force to keep them close to their average positions
and to help to maintain the structural integrity of the enzyme.
The harmonic force constants were taken as 1.22 kcal mol-1

Å-2 for the main-chain O atoms, 1.30 kcal mol-1 Å-2 for
all other main-chain atoms, and 0.73 kcal mol-1 Å-2 for side-
chain atoms and atoms of water molecules. The friction
constants were 200 ps-1 for the protein atoms and 62 ps-1

for the water atoms in the buffer region. A deformable
boundary potential was imposed on water molecules at the
buffer/reservoir interface to represent the effect of bulk
solvent outside this boundary.

To test the possible existence of larger-scale effects of the
protein on the active site, we have repeated a SBMD
simulation with a sphere of 30 Å to define the reaction zone.
The results corresponding to theD-Glu-modeled system (see
Supporting Information, Figure 2 and Table 5) show that,
although some particular MurI-substrate interactions change,
most of them are maintained. The essential trends of the
relative orientation of the substrate are not modified when
the reaction zone is enlarged from 24 to 30 Å.

Figure 1. Schematic representation of the active site of MurI
from Aquifex pyrophilus with a substrate molecule (glutamate)
bounded. The labels on the atoms of the substrate and the
enzymatic residues are the ones used in the tables.
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We used an integration time step of 1 fs during the heating
and equilibration simulations described below along with a
nonbonded cutoff of 13 Å based on the center-of-mass
separation between interacting groups. A switch function was
added in the region from 12 to 13 Å to feather the interaction
energy to zero. The nonbonded pair list was updated every
35 steps, which is suitable in a rather rigid system as an
enzyme’s active site. All bond lengths involving hydrogen
atoms were constrained by the SHAKE algorithm,30 and the
relative dielectric permittivity was set to 1. Initially, we
carried out 30 ps of SBMD simulations to heat the system
up to 300 K and then 100 ps more to equilibrate it at this
temperature. From the final structure we ran simulations for
at least 1 ns, saving the generated structures at every 200
steps. These data were used for later structural analysis.

Docking Method. As mentioned above, the dimer was
built from the monomer coordinates contained in PDB-entry
1b73. All crystallographic water molecules were removed.
Initial models for D-Gln and D-Glu were generated from
standard geometries. The AutoDock Tools31 were used to
add polar hydrogen atoms and to assign Kollman united-
atom partial charges,32,33atomic solvation parameters,32,33and
fragmental volumes.32,33The grid maps were calculated using
AutoGrid 3.0,33 with 61 × 61 × 61 points and a grid-point
spacing of 0.375 Å. The maps were centered at the midpoint
between the sulfur atoms of Cys70 and Cys178 (active site).

Ten docking runs were performed for each ligand using
the Lamarckian Genetic Algorithm implemented in
AutoDock 3.0,33 which combines a genetic algorithm and
an adaptative local-search algorithm. All torsional bonds of
the ligand were allowed to rotate during the docking process.
The step size was 0.2 Å for translations and 5° for
orientations and torsions. These step sizes determine the
relative size of mutation in the local search. The Cauchy
distribution parametersR andâ, determining the size of the
mutation in the genetic algorithm, were set to 0 and 1,
respectively.

The parameters for the genetic algorithm were set as
follows: an initial population of 50 random individuals, a
maximum of 1.5× 106 energy evaluations, a maximum of
27 000 generations, an elitism value of 1 (number of top
individuals that automatically survive into the next genera-
tion), a mutation rate of 0.02 (probability that a gene
undergoes a random change), and a crossover rate of 0.80
(probability that two individuals undergo crossover). Pro-
portional selection was used, where the average of the worst
energy was calculated over a window encompassing the
previous 10 generations. The pseudo-Solis and Wets local-
search algorithm were chosen, with the following parameter
settings: a maximum of 300 iterations per local search, a
probability of 0.06 of performing local search on an
individual in the population, a maximum of 4 consecutive
successes or failures before doubling or halving, respectively,
the local-search step size (F), and a lower bound onF
(termination criterion for the local search) of 0.01.

Results and Discussion
Binding of D-Gln in the Active Site of MurI. Three models
have been built to represent theD-Gln/Aquifex pyrophilus

MurI complex, which only differ in the orientation of the
ligand in the active site. The crystal structure files used to
build these models contain the Cartesian coordinates for the
enzyme atoms of the monomer contained in the crystal-
lographic asymmetric unit (253 enzymatic residues) with one
or noD-Gln molecule bound and 104 to 107 crystallographic
waters. However, in the crystal, MurI exists as a tightly
associated dimer, and the active site of each monomer in
the dimer contains residues from the other monomer (for
example, Glu147). On the basis of this crystallographic result
Hwang et al.19 proposed that dimerization is important for
the racemase function and stability ofAquifex pyrophilus
MurI. Thus, we have assumed that the dimer is the active
form of MurI. A complete multimer, which corresponds to
the known biologically significant oligomerization state of
the molecule, has been generated by applying the operations
of symmetry of the space group P6522, and from this
structure we have trimmed a dimer.

The first model, the so-calledD-Gln-X-ray model, is based
on the ligand and enzyme Cartesian coordinates obtained
by X-ray crystallography, whereas in theD-Gln-modeled
model we have taken as relative orientation of the ligand in
the active site the one modeled by Hwang et al.19 on the
basis of the proposed catalytic mechanism. In addition, a
third model calledD-Gln-docked has been built from the
coordinates obtained after docking aD-Gln residue in the
active site of MurI by using a docking computational method.
Starting from the different orientations of the ligand, classical
molecular dynamics simulations have been carried out to
investigate the binding interactions betweenD-Gln and the
enzymatic residues in the active site of MurI, which are
schematically represented in Figure 1.

We start by analyzing the results obtained with theD-Gln-
X-ray model. Figure 2 compares the initial configuration with
the position of the ligand in the active site of MurI obtained
after 1.2 ns of SBMD (following 130 ps of heating and
equilibration). Figure 2a, together with the initial distances
shown in the last column of Table 1, indicate that Asn71 is
the only enzymatic residue that forms an important interac-
tion with D-Gln at the initial structure. Weaker interactions
may be deduced from the distances between the main-chain
ammonium group nitrogen of the ligand and both the main-
chain oxygen of Gly177 and the side-chain Oδ1 atom of
Asn71. As mentioned by Hwang et al.,19 the observation of
very few interactions betweenD-Gln and MurI in the
crystallized structure is in agreement with its low inhibitory
activity (KI ) 50 mM). The comparison between the initial
distances and the average distances calculated over 6000
saved configurations, and listed in the seventh column of
Table 1, suggests that no new interactions are formed during
the simulation. In the structures of the equilibrated system
the hydrogen bond between the Oε1 atom of D-Gln and
Asn71 is weaker than in the initial configuration. The
relatively low occupancy, short average lifetime, and large
number of times that this hydrogen bond is reformed agree
with the longer interaction distance. On the contrary, the
interactions between the main-chain amino group of the
ligand and the enzyme are shorter in the structures generated
during the SBMD simulations. Interestingly, these results
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indicate that theD-Gln ligand remains in the flipped
orientation found by Hwang et al.19 despite being weakly
bound in the active site of MurI.

To compare two different structures we have used the
following strategy: First, we have reoriented the second
structure in order to minimize the root-mean-square deviation
(rmsd) of the backbone atoms of the enzyme+ ligand system
with respect to the corresponding atoms of the first structure;
then, we have calculated the rmsd of just all the atoms of
the ligand of the reoriented second structure with respect to
the corresponding atoms of the first structure. So, Figure 2c
shows the calculated rmsd of the ligand in theD-Gln-X-ray
model along the 1.2 ns simulation using two different
reference structures. The rmsd of the ligand with respect to
both, the initial structure and the last structure generated
during the equilibration stage, is small at the beginning of
the trajectory and increases during the first 500 ps to reach
a more stable behavior. The trends are almost parallel
between the two calculated rmsds, which indicates that there
is a very small difference between the two reference
structures. Overall, the average rmsds of the ligand calculated
over the trajectory are relatively small, with values of 1.83
and 1.31 Å with respect to the initial structure and the last
configuration generated during the equilibration stage,
respectively. These results are in agreement with the small
deviation of theD-Gln orientation from the flipped config-
uration mentioned above. Thus, our simulation indicates that
the relative orientation ofD-Gln deduced from the X-ray

experiment is stable, although weakly bound (see also the
ligand-environment interaction energy section below), in the
active site of MurI. Importantly, our results also indicate that
this orientation is not suitable for the reaction. That is, the
calculated average distances between theR-carbon ofD-Gln
and the sulfur atoms of the catalytic cysteines are larger than
7.0 Å.

Next, we analyze the results obtained with theD-Gln-
modeled model. Figure 3 clearly indicates that the change
from the initial to the final structures obtained with this model
is larger than the one obtained with theD-Gln-X-ray model.
At the initial configuration, the only short interaction between
the ligand and the enzyme is the hydrogen bond between
the Oτ2 atom ofD-Gln and the protonated carboxylic group
of Glu147 (see last column of Table 1). In addition, the
protonated Cys178 forms a weak interaction with the other
main-chain carboxylate oxygen of the ligand, and, like in
the case ofD-Gln in the flipped orientation (see above), there
is a weak interaction between the NH3-group ofD-Gln and
the side chain of Asn71. These three interactions are
maintained during the simulation of the equilibrated system
(see the seventh column of Table 1), although the hydrogen
bond distance between the ligand and Glu147 elongates,
suggesting that this interaction is weakened. This is con-
comitant with the appearance of three new hydrogen bonds
betweenD-Gln and the enzymatic residues. Specifically, the
main-chain amino group of Thr179 interacts with the Oε1
atom ofD-Gln, and the two main-chain carboxylate oxygens

Figure 2. (a) Partial view of the active site of the D-Gln-X-ray model at the initial configuration. The shortest interactions between
the ligand and the enzyme are marked with a dotted line. (b) Same as (a) at the final configuration of the 1.2 ns simulation. (c)
Root-mean-square deviation (rmsd) of the ligand in the D-Gln-X-ray model as a function of the time along the sampling trajectory.
The reference structure is the initial configuration (solid line) or the last configuration generated during the equilibration stage
(crosses). In both cases, each frame has been reoriented in order to minimize the rmsd of the backbone atoms of the enzyme
+ ligand system with respect to the reference structure.
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of the ligand become bound to His180. The short distances
of these three hydrogen bonds agree well with the calculated
occupancy, the average lifetime, and the number of events.

Figure 3c shows the rmsd of the ligand in theD-Gln-
modeled model along the trajectory with respect to the initial
structure and the last structure from the equilibration period.
Similarly to the results obtained for theD-Gln-X-ray model,
the rmsds at the beginning of the trajectory are small, and
the parallelism of the two curves in Figure 3c suggests that
the two reference states are quite similar. TheD-Gln ligand
slightly deviates from the modeled orientation during the first
500-600 ps, but at this point there is a jump in both rmsds,
suggesting the occurrence of a significant conformational
change. The comparison between parts a and b of Figure 3
highlights the movement of the main-chain atoms ofD-Gln
toward the contiguous residues Thr179-His180 to form
interactions that were not present in the initial state.
Consequently, the ligand moves far away from the Asp7-
Ser8 residues and slightly from Glu147. The analysis of the
evolution of the distance between these residues andD-Gln
has given us a possible explanation for the sudden change

of the rmsd value after 600 ps. Figure 3d summarizes these
findings. At the beginning of the trajectory, the interaction
found between the ligand and Glu147 in the initial config-
uration is maintained. However, His 180 gradually ap-
proaches to the Oτ2 atom ofD-Gln and around the 500-
600 ps region the interactions of the ligand with these two
residues become competitive. After 700 ps and for ca. 400
ps, His 180 displaces Glu147, but the interaction with the
latter is recovered after this period and stays in competition
with the His180 interaction. Thus, there has probably been
a change in the conformation of the ligand that allows these
two interactions to occur simultaneously. In summary, the
D-Gln molecule significantly moves from the position
modeled by Hwang et al.19 This is reflected by the higher
values obtained with this model for the average rmsd of the
ligand (2.79 and 1.62 Å, taking as reference the initial
structure and the last structure of the equilibration period,
respectively) in comparison with theD-Gln-X-ray model. In
addition, as a consequence of the deviation of the ligand from
the modeled position, which was suitable for reaction, its
distance to the catalytic cysteines increases. The calculated
average distance between theR-carbon and the sulfur atom
of Cys70, which is proposed to abstract theR-proton, is 7.18
Å, 2.92 Å away from the modeled position, which suggests
that the ensemble of equilibrated structures obtained for
glutamine from theD-Gln-modeled model is not reactive.

The initial structure for the third model, theD-Gln-docked
model, has been obtained from the analysis of the docked
configurations obtained with 10 runs of the Lamarckian
Genetic Algorithm implemented in AutoDock 3.0.33 The
configurations generated for the ligand were clustered using
an rmsd tolerance of 0.5 Å. Then the clusters whose
configurations were not suitable for catalysis were eliminated.
Finally, the configuration with the lowest binding free energy
in the most populated surviving cluster was selected as the
initial structure for theD-Gln-docked model SBMD simula-
tion (shown in Figure 4a). The distances given in the last
column of Table 1 indicate that in this initial structure the
shortest hydrogen bonds are formed between residue Asn71
and the Oε1 atom ofD-Gln. The ligand is also bound by its
carboxylate end to residues Tyr39 and Gly40, and there is a
somewhat longer hydrogen bond between the NH3 group
and Val37. In comparison to the relative orientation ofD-Gln
in the two previous models, theD-Gln-docked model
resembles more theD-Gln-modeled system. However, dock-
ing has translated the ligand inside the active site in such a
way that it interacts with residues not present in the close
environment of the two previous models. During the simula-
tion after the equilibration period, the hydrogen bond with
Asn71 elongates (mainly due to a rotation of the ligand which
can then connect through Oε1 with Glu147). At the car-
boxylate end, a new hydrogen bond is formed between the
Oτ2 atom and residue Thr72 which presents the shortest
distance and a high occupancy. Interestingly, the average
value (5.18 Å) of the distance between theR-proton ofD-Gln
and the Sγ atom of Cys70 is quite shorter than the
corresponding distance in theD-Gln-X-ray and D-Gln-
modeled systems (8.03 and 7.20 Å, respectively). In addition,
the CR of D-Gln is closer to the two sulfur atoms of the

Table 1. Important Hydrogen Bond Interactions between
D-Glutamine and Enzymatic Residues for the Simulations
of the Different Models Defined in the Texta

ligand
atom residue-atom occu time events dist fluct init

D-Gln-X-ray
Oε1 Asn71-HN 0.58 0.7 1106 2.41 0.45 1.65
NH3 Gly177-O 0.95 8.1 146 2.80 0.21 3.45
NH3 Asn71-Oδ1 0.88 2.6 420 2.86 0.25 4.18

D-Gln-Modeled
Oε1 Thr179-HN 0.84 4.4 240 2.17 0.61 6.18
Oτ1 His180-Hε2 0.26 2.1 151 3.06 0.76 8.98
Oτ1 Cys178-Hγ1 0.21 0.5 514 3.58 1.17 3.25
Oτ2 His180-Hε2 0.89 3.3 333 1.93 0.40 6.95
Oτ2 Glu147-Hε2 0.52 2.1 298 2.83 1.25 1.67
NH3 Asn71-Oδ1 0.75 1.9 503 3.06 0.51 3.67

D-Gln-Docked
Oε1 Asn71-HN 0.56 2.1 260 2.95 1.14 1.95
Oε1 Asn71-Hδ22 0.52 1.9 278 3.33 1.80 1.66
Oε1 Glu147-Hε2 0.26 1.5 176 3.16 0.86 4.90
Oτ2 Tyr39-HN 0.96 5.4 178 1.96 0.21 2.02
Oτ2 Gly40-HN 0.70 0.9 750 2.27 0.27 2.21
Oτ2 Thr72-Hγ1 0.92 3.4 271 1.91 0.29 4.53
NH3 Val37-O 0.96 6.3 153 2.80 0.14 2.73

a For a given interaction, columns 4-9 show the following:
hydrogen bond occupancy, average lifetime (in ps), number of times
that the hydrogen bond is reformed (events), average interaction
distance (in Å), root-mean-square (rms) fluctuations of the interaction
distance (in Å), and hydrogen bond distance at the initial configuration
(in Å). The criterion used to define the formation of a hydrogen bond
is a distance smaller than 2.4 Å between the hydrogen and the
acceptor atom. In the case of interactions between the amino group
(NH3) of the ligand and the enzymatic residues, a hydrogen bond is
considered to exist when any of the amino group hydrogens ac-
complishes the criterion explained above. In general, the interaction
distance and its rms fluctuations refer to the distance between the
hydrogen and the acceptor atom in the hydrogen bond, with the
exception of the interactions involving the amino group (NH3) of the
ligand, for which the distance between the donor and the acceptor
atoms is given. Figure 1 indicates the meaning of the atom labels
used in the table.
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catalytic cysteines (4.43 and 5.80 Å from Cys70 and Cys178,
respectively) than in theD-Gln-modeled model, and both
distances are shorter than the values observed by Hwang et
al.19 from their crystallographic studies on MurI (5.3 and

7.6 Å, respectively). These results indicate that theD-Gln
inhibitor may also be found in a conformation similar to the
one that would be reactive (in the case ofD-Glu substrate)
in the mechanism proposed by Glavas and Tanner.17

Figure 3. (a)-(c) Same as Figure 2(a)-(c) for the D-Gln-modeled model. (d) Interaction distances between the Hε2 atom of
Glu147 (solid line, red) or the Hε2 atom of His180 (crosses, green) with the Oτ2 atom of glutamine along the sampling trajectory
of the D-Gln-modeled model.

Figure 4. (a)-(c) Same as Figure 2(a)-(c) for the D-Gln-docked model.
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The average rmsd of the ligand in theD-Gln-docked model
with respect to the initial structure and calculated over the
trajectory is rather big: 2.98 Å. This value shows that the
D-Gln ligand has significantly moved from its initial location
in the docked structure. The two rmsds calculated along the
simulation steps and plotted in Figure 4c are clearly different.
The rmsd value with respect to the initial docked structure
is large but oscillates somewhat along the sampling stage,
whereas the calculated rmsd with respect to the last structure
of the equilibration stage experiments a significant increase
along the simulation. These results indicate that theD-Gln
ligand does not reach a stable position within the 1.0 ns time
range, consequently with the lack of tight bindings to
surrounding residues.

Binding of D-Glu in the Active Site of MurI. The
different models of theD-Glu/Aquifex pyrophilusMurI
complex are based on the same enzyme Cartesian coordinates
used to build theD-Gln/Aquifex pyrophilusMurI models.
However, for theD-Glu ligand we have taken the coordinates
of the inhibitorD-Gln obtained from X-ray crystallography
and the ones modeled by Hwang et al.,19 and, in both cases,
we have replaced the side chain group-NH2 of this
molecule by a carboxylic oxygen to represent the carboxylate
side-chain group ofD-Glu. The resulting models are called
D-Glu-X-ray andD-Glu-modeled, respectively, in this paper.
We have followed the procedure indicated in the Methods
section to prepare the initial structure for the simulation. In
addition, a third model of theD-Glu/Aquifex pyrophilusMurI
complex has been built using the coordinates obtained after
docking aD-Glu molecule in the active site of MurI. This
third model is calledD-Glu-docked in this paper.

In Figure 5 the initial and the final configuration of the
1.8 ns SBMD simulation for theD-Glu-X-ray model can be
compared. Like in the initial structure of theD-Gln-X-ray
complex, only one significant ligand-enzyme interaction
could be detected in theD-Glu-X-ray model (see Figure 5a
and the last column in Table 2) corresponding to a short
H-bond between Asn71 and the main-chain Oε1 atom of
D-Glu. In addition, theD-Glu initial structure presents some
other weaker substrate-enzyme interactions with Cys178,
Glu147, and Gly177. From the average distance values
included in the seventh column of Table 2 and the final
configuration plotted in Figure 5b, it can be inferred that
the D-Glu substrate modifies its location inside the MurI
active center. After equilibration, the substrate tightens its
interactions with the side chains of Asn71, Cys178, and
Glu147 in addition to preserving, although somewhat longer,
the initial Oε1-Asn71-NH hydrogen bond. Asn71 interacts
now with the Oε1 atom ofD-Glu also via its Hδ22, and the
hydrogen bond with Cys178 has become shorter. However,
the shortest hydrogen bond, with the highest occupancy,
longest average lifetime, and smallest number of events
(indicating that this hydrogen bond has not been broken and
reformed often along the simulation), corresponds to the
interaction between the main-chain Oε2 atom ofD-Glu and
Glu147. At this point, it is worth recalling that Glu147
(Glu152 in L. fermenti) has been proposed by Glavas and
Tanner17 to play an important role in substrate binding since
the E152Q mutant showed only a modest decrease in the
value ofkcat, whereas the value ofKM for D-Glu increased
by 13-fold.

Figure 5. (a)-(c) Same as Figure 2(a)-(c) for the D-Glu-X-ray model.
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All the changes in theD-Glu arrangement inside the MurI
active site in theD-Glu-X-ray model indicate that the
substrate modifies its hydrogen bond network relative to the
initial structure. Despite this, the calculated average rmsd
(1.61 Å) ofD-Glu with respect to the initial structure is small;
in fact, even smaller than the corresponding value forD-Gln
(1.83 Å). The average rmsd forD-Glu with respect to the
last structure of the equilibration stage is 1.06 Å (compared
to 1.31 Å for D-Gln). Figure 5c shows the evolution of the
rmsd of the substrate ligand with respect to the two different
reference structures as a function of the simulation time. It
can be seen that no significant structural instability appears.
To understand these low average rmsds we have super-
imposed the initial and the final structure of the simulation.
The comparison of the two structures indicates that the
formation of new interactions is mainly due to movements
of the enzyme residues side chains. This more stable behavior
of theD-Glu ligand along the simulation explains the smaller
value obtained for the average rmsd. The same trends are
followed by the rmsd of the ligand referred to the last
structure of the equilibration stage. In any case, our results
about the relocation of the substrate ligand inside the active
site do not significantly change the flipped orientation found
by Hwang et al.19 for D-Gln, and used by us to build the
D-Glu-X-ray model. This is confirmed by the long average
distances of 7.10 and 6.62 Å between theR-carbon ofD-Glu
and the Sγ atom of Cys70 and Cys178, respectively. Thus,
our results show that theD-Glu substrate can be bound inside
the active site of MurI in a stable conformation which,

however, is not adequate to initiate the first chemical step
proposed in Tanner’s mechanism.17

The second model built to studyD-Glu binding in MurI
has been calledD-Glu-modeled. In Figure 6 the initial and
final structures corresponding to the 1.2 ns SBMD simulation
carried out on thisD-Glu-modeled system have been plotted.
Like in theD-Gln-modeled case, the only existing interaction
at the initial state between the ligand and the enzyme
corresponds to a short hydrogen bond between the Oι2 atom
of D-Glu and the protonated carboxylic group of Glu147 (see
the last column of Table 2). In addition, the ligand forms
two other weaker interactions with the enzyme: a long
hydrogen bond between the same Oι2 atom ofD-Glu and
the protonated Cys178 and another long hydrogen bond
between the other main-chain carboxylate oxygen of the
ligand and Thr72. The average distances presented in Table
2 show that these three interactions are maintained along
the simulation of the equilibrated system although with some
changes: the hydrogen bond between the substrate and
Glu147 slightly elongates, whereas the hydrogen bond with
Thr72 clearly shortens. In addition, five new interactions are
formed between the substrate and the enzyme once the
system has been equilibrated. From Figure 6b and the average
distances given in Table 2, it can be observed that theD-Glu
substrate is hydrogen-bonded to the enzyme by the positively
charged ammonium group (which is stabilized by Ser8 and
Asp7) and by the two negatively charged carboxylate groups
(the main-chain carboxylate interacts with Glu147, Cys178,
and also Thr72, whereas the side-chain carboxylate interacts
with Asp7 and Gly11). The shortest hydrogen bond in the
ensemble of equilibrated structures of theD-Glu-modeled
system corresponds to the interaction between Hδ2 of Asp7
and Oε2 of D-Glu. This hydrogen bond has an occupancy of
1.00, a very long average lifetime, very small fluctuations,
and in only 3 events along the simulation it is broken and
reformed. All this three observations are clear proofs of its
high stability. As indicated above, the mutagenesis studies
carried out by Glavas and Tanner17 have supported the
important role in catalysis of Asp7 (Asp10 inL. fermenti).

In agreement with the large differences between the initial
and average distance values for the interactions listed in Table
2, Figure 6c indicates that theD-Glu ligand in theD-Glu-
modeled system has clearly changed its relative orientation
in the active site with respect to the initial coordinates of
the D-Glu-modeled model. The average rmsd of the ligand
with respect to the initial structure is 2.81 Å, clearly larger
than the corresponding values obtained in theD-Glu-X-ray
model and in theD-Gln-X-ray one. In addition, the differ-
ences observed between the calculated rmsds of the ligand,
one with respect to the initial structure and the other with
respect to the last structure of the equilibration stage, reflect
that in this case the two reference states are not alike. The
average rmsd with respect to the last structure of the
equilibration stage takes a value of only 1.09 Å, corroborating
the tight binding of theD-Glu ligand in this model.
Interestingly, the calculated average distance between the
R-carbon and the residue proposed to abstract theR-proton
in the first chemical step of Tanner’s mechanism17 (Cys70)
is 4.62 Å, a smaller value than the one calculated for the

Table 2. Important Hydrogen Bond Interactions between
D-Glutamate and Enzymatic Residues for the Simulations
of the Different Models Defined in the Texta

ligand
atom residue-atom occu time events dist fluct init

D-Glu-X-ray
Oε1 Asn71-HN 0.96 5.8 304 1.98 0.21 1.65
Oε1 Asn71-Hδ22 0.93 3.1 553 2.01 0.25 5.30
Oε1 Cys178-Hγ1 0.37 0.4 1580 2.75 0.69 3.41
Oε2 Glu147-Hε2 0.98 24.8 72 1.80 0.25 3.83
NH3 Gly177-O 0.38 0.8 835 3.12 0.34 3.45

D-Glu-Modeled
Oε2 Asp7-Hδ2 1.00 412.5 3 1.68 0.11 5.68
Oε2 Gly11-HN 0.35 0.8 565 2.66 0.51 6.61
Oτ1 Thr72-Hγ1 0.89 3.1 356 1.98 0.31 3.68
Oτ2 Glu147-Hε2 0.92 11.3 101 1.84 0.40 1.62
Oτ2 Cys178-Hγ1 0.48 0.7 882 2.67 0.75 2.94
Oτ2 Thr72-Hγ1 0.38 0.8 619 2.53 0.43 5.57
NH3 Ser8-Oγ 0.84 1.6 647 2.95 0.20 6.36
NH3 Asp7-Oδ1 0.78 2.4 401 3.03 0.45 6.02

D-Glu-Docked
Oε1 Tyr39-HN 0.65 2.4 267 2.36 0.67 3.67
Oε1 Gly40-HN 0.77 9.3 82 2.32 0.76 2.22
Oε2 Thr72-Hγ1 0.63 39.2 16 3.10 1.87 3.21
Oε2 Thr114-Hγ1 0.78 65.3 12 2.63 1.68 4.04
Oτ1 Asn71-Hδ22 0.48 1.5 323 2.48 0.57 5.52
Oτ1 Thr72-HN 0.52 4.8 109 2.58 0.76 3.93
Oτ1 Thr72-Hγ1 0.35 6.5 54 3.63 1.40 5.51
Oτ2 Asn71-Hδ22 0.46 1.2 384 2.74 0.77 7.63

a See Table 1 for details of the content of each column.
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D-Glu-X-ray model. This result suggests that the equilibrated
structure for theD-Glu substrate in theD-Glu-modeled system
may be a good starting point for the study of the reactivity
of MurI.

The initial structure for the third model of binding ofD-Glu
in the active site of MurI (D-Glu-docked) has been obtained
following the flexible docking protocol detailed in the
Methods section. In accordance with the three selection
criteria used for theD-Gln ligand, one docked structure
(plotted in Figure 7a) was selected to initiate the SBMD
simulation. In this structure theD-Glu ligand adopts a relative
orientation to the enzyme rather similar to the one in the
D-Glu-X-ray model, that is, flipped 180° with respect to the
substrate location in theD-Glu-modeled system. However,
the center of mass ofD-Glu is translated with respect to its
position in the previous two models. As a consequence, the
CR-Sγ distance is 4.17 Å for Cys70. This distance is clearly
shorter than in the initial structure of theD-Glu-X-ray model
and even shorter than in theD-Glu-modeled system initial
structure. In addition, in Table 2 (last column) it can be
observed that in this initial configuration the ligand forms a
hydrogen bond with Gly40 and two other rather longer
hydrogen bonds with Thr72 and Tyr39. These are maintained
along the simulation in addition to some other hydrogen
bonds which are newly formed. All these interactions retain
the substrate in a rather stable conformation bound by the
two negatively charged carboxylate ends to residues Gly40,
Tyr39, Thr114, and Thr72 at one side and to residues Asn71
and Thr72 at the other side (see Figure 7b). In any case, the
rather long average distances of these hydrogen bonds, their
large fluctuations, along with the low occupancies indicate
that D-Glu is not tightly bound in theD-Glu-docked model.

Interestingly, two of the new residues which enter the scene
(Tyr39, and Thr114) are strictly conserved, and they have
been proposed as candidates for the residues of glutamate
racemase that are thought to stabilize the anionic intermediate
by hydrogen bonding to the carboxylate group.

The rmsds (in Figure 7c) of the ligand in theD-Glu-docked
model with respect to both, the initial structure and the last
structure generated during the equilibration stage, increase
during the first 500 ps to reach a more or less stable behavior.
The trends are almost parallel between the two calculated
rmsds, which indicates that there is not much difference
between the two reference states. Overall, the average rmsds
of the ligand calculated over the trajectory are rather high,
with values of 3.45 and 2.32 Å obtained with respect to the
initial structure and with respect to the last structure after
the equilibration stage, respectively. These results are in
agreement with the weak binding of the substrate observed
in this model and with the changes in its conformation,
mainly due to a rotation movement of the ligand around itself
that takes place along the simulation steps. However despite
being weakly bound, the distance between the CR of the
ligand and the Sγ of Cys70 (4.02 Å) indicates that the
ensemble of the equilibrated structures is suitable for reaction.

Finally, we have lengthened the SBMD simulation time
for theD-Glu-X-ray (up to 2528 ps) andD-Glu-modeled (up
to 2236 ps) models to test the convergence of the results.
As shown in the Supporting Information (see Figures 3-21
and Tables 6-16), no significant changes in the main MurI-
substrate interactions appear at longer simulation times.

Ligand-Environment Interaction Energy. We have also
calculated the electrostatic component of the interaction
energy (∆ESE) between the ligand and the enzyme-aqueous

Figure 6. (a)-(c) Same as Figure 2(a)-(c) for the D-Glu-modeled model.
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environment. First, the whole system is divided in a quantum
mechanical (QM) subsystem (the ligand) and a molecular
mechanical (MM) subsystem (the enzyme+ aqueous
environment). Then that electrostatic component is de-
fined34,35 as the difference between the energy of the ligand
inside the enzyme+ aqueous environment and that in the
gas phase.∆ESE can be decomposed into the interaction
energy between the unpolarized ligand and the environment
(the permanent interaction energy,∆Eperm) and the polariza-
tion energy of the ligand due to the environment (∆Epol). In
turn, ∆Epol may be further decomposed into a polarization
stabilization term (∆Estab) and a ligand electronic distortion
term (∆Edist).

For several models, and starting from the corresponding
previously equilibrated systems, the energies have been
obtained after averaging 10 ps of a SBMD simulation at 300
K on a QM/MM potential energy surface. The QM sub-
system corresponding to the ligand (D-glutamine or D-
glutamate) was represented by the AM1 semiempirical
molecular orbital method.36 The results are shown in Table
3. It can be seen thatD-glutamate is clearly tighter bound to
the enzyme thanD-glutamine, specially in theD-Glu-X-ray

model. In all cases the main contribution comes from the
permanent interaction energy, although the polarization
energy is also favorable and significant.

Conclusions
The active site of glutamate racemase fromAquifex pyro-
philus contains many charged and polar residues. As a
consequence, many ligand (D-glutamine orD-glutamate)-
enzyme interactions can exist, making several binding modes
possible. When the ligand isD-glutamine, our molecular
dynamics simulations reveal three very different stable
conformations of the inhibitor. One of them corresponds to
the X-ray structure determined by Hwang et al.,19 in which
the R-carbon of D-glutamine is quite far from the two
catalytic cysteines, confirming the experimental results. In
the second conformation, derived from the structure modeled
by Hwang et al.,19 the R-carbon is not close to the two
cysteines either. Only in a third conformationD-glutamine
would be ready to initiate the reactive mechanism proposed
by Glavas and Tanner17 if it could behave as a substrate. In
turn, at least three binding modes are possible for the
substrateD-glutamate. In two of themD-glutamate is tightly
bound (clearly more thanD-glutamine) in the active site. One
of these conformations comes from the X-ray structure
determined forD-glutamine, whereas the other is related to
the structure modeled forD-glutamine. In this second
conformation theR-carbon is close to the two thiol groups
of Cys70 and Cys178, making possible the deprotonation/
reprotonation mechanism proposed by Glavas and Tanner17

for the racemization ofD-glutamate.
The existence of multiple modes of binding of the inhibitor

D-glutamine and the substrateD-glutamate into the active site

Figure 7. (a)-(c) Same as Figure 2(a)-(c) for the D-Glu-docked model.

Table 3. Electrostatic Component of the
Ligand-Environment Interaction Energy and Its
Decomposition in Different Termsa

model ∆ESE ∆Eperm ∆Epol ∆Estab ∆Edist

D-Gln-X-ray -106.69 -96.35 -10.34 -20.29 9.95
D-Gln-modeled -114.92 -101.59 -13.33 -26.06 12.73
D-Glu-X-ray -216.11 -202.65 -13.46 -26.39 12.93
D-Glu-modeled -130.49 -124.75 -5.74 -11.22 5.48

aSee text. All the energies are given in kcal/mol.
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of glutamate racemase might explain the apparent and
surprising disagreement between the position and orientation
of the inhibitor, inferred from X-ray crystallography data,
and the expected position and orientation of the substrate,
derived from the reaction mechanism proposed by Glavas
and Tanner.17 At this point, it has to be noted that accurate
and expensive free energy calculations would be needed in
order to determine the relative binding free energies of the
different binding modes. However, the less costly molecular
dynamics simulations of equilibrated complexes carried out
in this paper are enough to provide an important structural
information which shows the multiplicity of binding modes.

The initial coordinates for the theoretical study of the
kinetics and mechanism of an enzymatic reaction are usually
taken from a crystal structure of the enzyme complexed with
a suitable inhibitor. However, in the present case, the
unexpected features of the X-ray structure determined for
D-glutamine prevents its use as an appropriate starting point
for any reactivity study. Then, although we are rather
interested in the kinetics of the deprotonation/reprotonation
steps ofD-glutamate, we have been forced to undertake the
molecular dynamics simulation presented here. We think that
our structural results provide reasonable starting points for
the study of the reaction mechanism of glutamate racemase,
which is already in progress in our laboratory. In any case,
we think that, as already stated by Mo¨bitz and Bruice,37 the
observation thatD-glutamate can be accommodated in the
active site of glutamate racemase according to several
competitive binding modes, not all of them adequate for the
racemization reaction, can have clear consequences on the
kinetics of interconversion of glutamate enantiomers. As a
matter of fact, thekcat values of the glutamate racemization
(0.25 s-1 for the Aquifex pyrophilus variant38) lies on the
low range ofkcat values of enzymatic reactions. The biologi-
cal reasons for favoring the presence of nonproductive
enzyme-substrate complexes are at this stage unclear.
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Abstract: We present a QM/MM study of the potential energy surface of the pyruvate to lactate

transformation catalyzed by L-lactate dehydrogenase. The transformation involves a hydride

and a proton transfer which are followed by means of the corresponding antisymmetric

combination of the distances from the hydrogen atom to the donor and the acceptor atoms. To

discriminate among the possible reaction mechanisms we have considered different improve-

ments of the AM1/MM description: reoptimization of the van der Waals parameters and inclusion

of corrections to the QM energy associated with both transfer coordinates. The QM subsystem

has been also enlarged to include charge-transfer effects from the substrate to some specific

residues. In our best treatment, the transformation is described as a concerted process through

a single transition structure in which the hydride transfer is more advanced than the proton

transfer. From the methodological point of view, the correction schemes tested here improve

the quality of the semiempirical potential energy surface although they also present deficiencies

attributed to consideration of the proton and hydride transfer corrections as separable ones.

1. Introduction
L-Lactate dehydrogenase (LDH) is a highly stereospecific
metabolic enzyme which catalyzes the interconversion of
pyruvate and L-lactate using the NADH/NAD+ pair as redox
cofactor. Formally, the reaction in the pyruvatef L-lactate
direction is achieved by reducing the carbonyl group with a
hydride anion transferred from NADH and a proton transfer
from a protonated His195 residue:1

Much information on the mechanism has come from
kinetic and site-directed mutagenesis experiments.2 These
studies characterize the enzyme (structure and details about
the active site and mechanism) setting up that, while in the
wild-type enzyme the rate-limiting step of both, the pyruvate
reduction or the lactate oxidation process is a unimolecular
rearrangement of the enzyme-NADH-pyruvate complex,
and the rate of catalysis in the mutants is limited by the
chemical reaction. In this regard, it is still unknown whether
the reaction mechanism involves sequential proton and
hydride ion transfers or if both transfers take place in a
concerted way (see Scheme 1). The difference in the timing
of the hydride transfer and the proton transfer is a matter of
interest in mechanistic enzymology. Computational studies
from different groups3-7 suggested that the sequential mech-
anism is more likely, but the proposals differ in the order in
which the proton and hydride ions are transferred. Thus,
Ranganathan and Gready6,7 found a mechanism in which the
hydride transfer preceded proton transfer in a stepwise
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manner, in accordance with a previous study by Warshel et
al. using an empirical valence bond study,8 but contrasting
with the usual chemical and enzymatic arguments for hydride
transfer processes and with other theoretical studies3,4,8 that
predicted a concerted but asynchronous reaction in which
the proton transfer was in a very advanced stage of the
reaction. Finally, a more flexible quantum mechanical/
molecular mechanical (QM/MM) treatment5 allowed tracing
the two distinct reaction pathways across the energy hyper-
surface. Nevertheless, as it was pointed out in this study,5

the results at this point did not allow for making a definitive
statement as to which mechanism was preferred. Without
considering the fact that accurate determination of transition
state properties would require statistical averaging over many
configurations, each one individually being a transition state
structure,5,9 the previous study presented a limitation since
a semiempirical Hamiltonian was employed to describe the
quantum region. This, together with the fact that both
pathways presented similar energy barriers, prevented to
answer the question of which mechanism was preferred. To
get more reliable energetics thus allowing to answer this
question, a higher level of theory should be used in the QM/
MM calculations.

Because of the reasons mentioned above, this enzymatic
reaction provides an excellent example to illustrate the need
of improving the accuracy of the QM/MM methods where
the QM region is described by means of semiempirical
Hamiltonians. One of the final goals of a theoretical study
is usually to obtain the free energy profile of the desired
enzymatic reaction. This free energy profile can be compared
to experimental data and is also a powerful tool to get a
deeper insight into the different contributions to catalysis.
Obviously, the quality of these calculations is determined
by the accuracy of the potential energy surface employed to
describe the process. In the current example the selection of
a theoretical level can be decisive to favor one or another
reaction path. The conclusions reached by a theoretical study
will be relevant only if we can be confident on the quality
of our theoretical method to describe with similar accuracy
different possible reaction mechanisms. This purpose is
obviously limited by the computational cost. High level
quantum potential energy and gradient calculations for
medium-sized systems interacting with a large classical
environment are still prohibitive taking into account that
optimizations in highly dimensional energy surfaces require
hundreds or even thousands of steps. In this paper we test
different correction schemes in order to improve semiem-

pirical descriptions at a low additional computational cost.
These schemes are applied to discern between the two
possible reaction mechanisms appearing on the semiempirical
potential energy surface. We also address the other questions
affecting the accuracy of the QM/MM calculations such as
the optimization of the van der Waals parameters for the
interaction between the QM and the MM subsystems and
the size of the QM region. Considering all these aspects,
and bearing in mind the limitations of the computational
approach, the most favored reaction mechanism for the
pyruvate to lactate transformation catalyzed by LDH in our
treatment is a concerted but asynchronous mechanism where
the hydride transfer is more advanced that the proton transfer
at the transition state structure. Mechanistic details are
dependent on the computational level chosen to describe the
reaction.

2. Theory
In the present work, we have modeled the potential energy
surface (PES) by a combined quantum-mechanical and
molecular-mechanical (QM/MM) approach10,11that includes
the generalized hybrid orbital (GHO)12 method to treat the
boundary between the quantum-mechanical (QM) and the
molecular-mechanical (MM) fragments of the system. We
used the semiempirical Austin model 1 (AM1)13 to describe
the QM subsystem. A semiempirical description can be quite
inaccurate in some cases, and its use requires the previous
calibration of the Hamiltonian. Obviously, it would be ideal
to use a higher level ab initio molecular orbital or density
functional theory (DFT) method to represent the reactive part
of the system. However, these calculations are still too time-
consuming to be practical at the present time for enzymatic
systems considering that PES exploration, location, and
characterization of stationary structures and molecular dy-
namics simulations (if needed) may require thousands of
energy and gradient evaluations. An alternative dramatic
reduction of the MM region size would not be realistic as
the effect of long-range interactions as well as the flexibility
of the system would be lost. There are several alternatives
to improve the semiempirical description at a moderate or
negligible computational cost. In principle one can develop
specific reaction parameters (SRP)14 designed to reproduce
higher level results or to include correction energy terms to
the original PES. We have here employed two of this last
kind of methods.

As explained before we are interested in a chemical
process which is composed of two elementary chemical
steps: a hydride transfer and a proton transfer. These
hydrogen transfers are here described using as reaction
coordinates the antisymmetric combination of the distances
from the hydrogen atom to the donor (rDH) and the acceptor
(rAH) atoms:

We will use the symbolsR1 for the hydride transfer and
R2 for the proton transfer (see below for details). We will
consider in this work two independent corrections to the
semiempirical electronic energy associated with each one of
these two coordinates.

Scheme 1

R ) rDH - rAH
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The two correction methods used in this work are carried
out by introducing two energy terms, which are functions
that depend exclusively onR1 andR2 reaction coordinates,
respectively.

The first correction method is the Simple Valence Bond
(SVB)15,16 In this method, the total potential energy of the
system is given by the following equation

whereEqm is the energy of the QM subsystem,Emm is the
energy of the MM subsystem,Eqm/mmis the interaction energy
between the QM and the MM regions, which include both
electrostatic and van der Waals terms, and theESVB terms
represent the SVB correction to the semiempiricalEqm energy
in a particular reaction coordinateRi. The following function
has been proposed for this correction term

whererDA is the distance between the donor and the acceptor
atoms, the functionV12 is given by

and

where XH represents the different pairs of atoms: donor-
hydrogen (DH) or acceptor-hydrogen (AH) in the Morse
potentialsM1 andM2, respectively, andrXH

0 is the equilib-
rium distance of the corresponding bond. We set the two
values∆DXH equal to the difference in dissociation energy
between a high level theory calculation (in this work we use
second-order Moller Plesset (MP2) level of calculation with
a 6-31+G(d) basis set) and the lower level (the AM1
semiempirical method);RXH is calculated as

whereDXH
0 is the bond energy,µ is the reduced mass of

atoms X and H, andk is the force constant. The parameters
DDA andR12 in eq 3 are adjusted to obtain the desired barrier
height, which is the barrier height calculated at the higher
level in gas phase.

The second correction method is the interpolated correc-
tions (IC) scheme based on the use of cubic splines under
tension.17 The total potential energy is given by the following
equation:

This correction term is obtained as the difference between
the qm energy provided by the high level method (HL) and
the low level (LL) one for a particular configuration of the
system obtained along the chosen reaction coordinate (Ri).

Several structures are selected to calculate the energy
difference between the high level and the low level methods
at different values of theRi coordinates. Then, following the
work of Truhlar et al.,18,19 a spline under tension is used to
interpolate this correction term at any value ofRi. In this
way we obtain a continuous function inRi, with continuous
first and second derivatives, which are necessary to perform
molecular dynamics simulations. To preserve the general
applicability of the method the spline fit is carried out in
terms of a mapping coordinatez, defined as

The new variable allows us to map the energy correction
term onto the finite interval [-1,+1]. The constantsRi0 and
L are chosen for centering and scaling the mapping function
in the range of interest.19 Then the final interpolated
correction is obtained as

3. Calculations and Computational Details
3.1. Model of the Enzyme-Substrate-Coenzyme Com-
plex. The X-ray structure of lactate dehydrogenase from
Bacillus stearothermophiluscomes from the PDB code
1LDN which is an octamer, although in this work only the
tetramer is used (Figure 1). X-ray studies have proposed that
the tetramer is the functional form of lactate dehydrogenase
from Bacillus stearothermophilus.20 In each monomer the
crystal structure contains a total of 316 amino acid residues,
the cofactor NADH, and the inhibitor oxamate (OXM),
which is replaced by pyruvate in our study.

The coordinates of the hydrogen atoms of the protein and
coenzyme were determined using the HBUILD facility of
the CHARMM package.21 All the ionizable groups were set
to their normal ionization state at pH 7 with the exception
of His195, which was modeled in its protonated form. Other
histidine residues of the protein were modeled as neutral with
the proton at Nδ.

Then, the system was partitioned into a quantum mechan-
ical region consisting of 52 atoms and a molecular mechan-
ical region containing the rest of the system. The QM
subsystem includes 9 atoms of the pyruvate, 13 atoms of
the His195 residue (including the CR as a boundary atom),
and 30 atoms of the NADH, which include the dihydroni-
cotinamide and ribose rings, and the C5′ ribose atom as a
boundary atom. The QM subsystem is described using the
AM1 Hamiltonian and the boundary atoms are represented
by the GHO method. A picture of the active site showing
the partition into QM and MM subsystems is presented in
Figure 2. First, the total energy of the system was minimized
for 20 steps with the Adopted Basis Newton-Raphson
(ABNR)21 method by moving only the QM part of the
system. Then, the system was solvated with a 24 Å radius
sphere of TIP3P22 water molecules centered on the pyruvate
center of mass (see Figure 1). Water molecules that were
within 2.5 Å of any non-hydrogen atom were removed. The

Etot ) Eqm + Emm + Eqm/mm+ ESVB,R1 + ESVB,R2 (1)

ESVB,Ri(rDH, rDA, rAH) ) 1
2
[M1(rDH) + M2(rAH)] -

1
2
([M1(rDH) - M2(rAH)]2 + 4[V12(rDA)]2)1/2 + ∆DDH (2)

V12(rDA) ) DDAexp[-R12(rDA - rDA
0 )] (3)

Mi(rXH) ) ∆DXH(exp[-2RXH(rXH - rXH
0 )] -

2exp[-RXH(rXH - rXH
0 )]) (4)

RXH ) ( kXH

2DXH
0 )1/2

) υXH(2π2µ
DXH

0 )1/2

(5)

Etot ) Eqm + Emm + Eqm/mm+ ∆EIC(R1) + ∆EIC(R2) (6)

∆E(Ri) ) EQM
HL (Ri) - EQM

LL (Ri) (7)

zi ) 2
π

arctan(Ri - Ri0

L ) (8)

∆EIC(Ri) ) spline{∆E[zi(Ri)]} (9)
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resulting system was resolvated four more times using
different relative orientations between the protein and the
water sphere to ensure a good solvation of the system. Then,
water positions were optimized for 20 steps followed by the
optimization of the geometry of the part of the system
included in a sphere of 24 Å. Finally, a molecular dynamics
simulation of the waters (5 ps) was carried out to relax
energetically unfavorable contacts, and the 3-fold cycle of
superposition, deletion, and rotation was then repeated to
fill in additional cavities generated during the dynamics

simulation. The final model has 22 139 atoms, 19 862 of
them are atoms from the protein or the ligands, and the rest,
2277, are atoms from the water molecules.

3.2. Reaction Coordinates.As explained before two
reaction paths have been proposed in previous studies5 (see
Scheme 1). The first one is a mechanism where the hydride
transfer precedes the proton transfer. This mechanism has
been described as stepwise, where the initial step is the
hydride transfer from a carbon atom of dihydronicotinamide,
Cnic (donor atom), to the carbonyl carbon atom of pyruvate,
Cpyr (acceptor atom), and in a second step a proton is
transferred, from the N atom of His195, Nhis (donor atom),
to the carbonyl oxygen atom of pyruvate, Opyr (the acceptor
atom). The second proposed mechanism is a concerted but
asynchronous mechanism where the proton and the hydride
transfer take place through a single transition state (TS),
being as how the proton transfer is now more advanced than
the hydride transfer. For clarity purposes we will denote these
two mechanisms as the hydride plus proton transfers pathway
(the HP Pathway) and the proton plus hydride transfer
pathway (the PH Pathway), respectively. Both mechanisms
can be described on a single PES obtained as a function of
two reaction coordinates (see Scheme 1). The reaction
coordinateR1 for the hydride transfer is defined in this work
as the difference in the distances of the bonds between the
transferring hydride-ion and the donor (Cnic) and the acceptor
(Cpyr) atoms (eq 10). For the proton transfer a reaction
coordinateR2 is defined as the difference in the distance of
the bonds between the transferring proton and the donor (Nhis)
and the acceptor (Opyr) atoms (eq 11)

The exploration of the PES was then carried out using
theR1 andR2 coordinates defined before. These coordinates
seem a reasonable choice to define a reduced PES, as they
change smoothly along the surface. However, it must be
taken into account that reduced surfaces give approximate
descriptions of chemical processes. The CHARMM program
was employed to carry out this exploration by means of the
use of the RESDISTANCE keyword to define the reaction
coordinates (Ri).

3.3. Exploration of the Potential Energy Surfaces.In
this work, we have calculated two-dimensional (2D) potential
energy surfaces (PES) at four different levels of theory: the
uncorrected AM1/MM, the AM1-SVB/MM, the AM1-IC/
MM, and the 2D-MP2sp/MM (bidimensional single-point
calculations at the MP2 level). Gradient and energy calcula-
tions have been performed for the first three methods,
whereas the 2D-MP2sp/MM is the result of single-point
energy calculations on the AM1/MM optimized structures.

During all the optimizations, those atoms 24 Å away from
the active site, 14 996 atoms, were kept frozen in order to
reduce the computational cost, while 7143 atoms were
allowed to move. In all the cases, the total energy of the
system was minimized with the ABNR21 method until the
norm of the gradient withR1 andR2 directions projected out
was less than 0.001 kcal mol-1‚Å-1.

Figure 1. Tetramer of LDH with one of the active sites
(NADH, pyruvate, and His-195) in blue balls. A sphere of water
molecules with a radius of 24 Å water molecules has been
centered on the center of mass of pyruvate.

Figure 2. Snapshot of the LDH active center with the
substrate (pyruvate) and the cofactor (NADH): The QM region
is represented using balls and sticks. The position of the GHO
atoms used to define the boundary with the MM region is also
indicated.

R1 ) rCnicH1
- rCpyrH1

(10)

R2 ) rNhisH2
- rOpyrH2

(11)
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3.4. QM/MM van der Waals Parameters.Prior to the
PES exploration we have recalibrated the QM/MM potential
by adjusting the van der Waals parameters of the QM atoms,
employed to evaluate the interaction with the MM region.
With this purpose we have obtained the interaction energy
between some molecules that mimic the QM molecules and
TIP3P water molecules by the procedure described by
Freindorf and Gao.23 We have considered complexes of water
with models of the histidine and nicotinamide rings, with
pyruvate and with ethanol to optimize the van der Waals
parameters of the nitrogen atoms, hydroxyl oxygens, polar
hydrogens bonded to nitrogen or oxygen, and also the carbon
and oxygen atoms of pyruvate. Figure 3 shows the bimo-
lecular complexes used to calculate the intermolecular
interaction energy. The calculations were carried out describ-
ing all the complexes using quantum mechanics, at the HF/
6-31G(d) level of theory and also using a hybrid QM/MM
scheme where water molecules were described using TIP3P
and the rest of the complex at the AM1 level. In all cases
we have frozen the internal degrees of freedom of the QM
fragments at gas-phase optimized values at the corresponding
QM level, while the water intramolecular parameters have
been fixed to the experimental geometry. To reproduce the
HF/6-31G(d) results we have only modified the Lennard-
Jones parameters,εab andσab, of selected QM atoms in the
QM/MM interaction HamiltonianHqm/mm. As starting values
for the Lennard-Jones parameters we used those provided
by Gao and co-workers.24 Table 1 provides the total
interaction energies of the complexes at the HF level and
also using QM/MM calculations with the van der Waals
parameters obtained from the CHARMM force field, from
Gao and co-workers, or after our optimization procedure.
As it can be seen, in Table 1 we improved the energetic
description of the complexes established with the histidine
fragment and ethanol changing the parameters associated
with nitrogen, oxygen, H(N), and H(O) atoms. However, we
were not able to reproduce the full QM interaction with the

carbon and oxygen atoms of pyruvate following this scheme.
The reason for this behavior could be related to the
noninclusion of charge transfer effects in our QM/MM
Hamiltonian between pyruvate and water molecules. The
magnitude of the charge transfer term is probably too big to
be accounted by fitting the van der Waals parameters. The
importance of the charge-transfer effect in pyruvate will be
further addressed below. The original CHARMM parameters,
those of ref 24, and the optimized ones are listed in Table 2.
Geometries and absolute energies at the HF/6-31G(d) level
of the complexes are given as Supporting Information.

3.5. Evaluation of Corrections to the Potential Energy.
To improve the performance of the AM1 model through the
use of the SVB or IC schemes, we carried out gas-phase ab
initio calculations for smaller model reactions (Figure 4):
In the selected model, 42 atoms constitute the three species
that are involved in the two chemical processes: the hydride
and the proton transfer. In a previous study3-5 of the same
reaction, where we used a smaller model for the enzyme-
substrate system (LDH monomer), the stationary points were
localized on a AM1/MM potential energy surface. Here, we
have used the stationary points of the HP Pathway to cut
the Cartesian coordinates for the 42 atoms of the gas-phase
model (Figure 4). The Cartesian coordinates for additional

Figure 3. Bimolecular complexes of histidine fragment, nicotinamine ring model, pyruvate, and ethanol with water molecules.

Table 1. Total Interaction Energies (in kcal/mol) for the
Complexes Appearing in Figure 3a

complex no. ∆E(HF) ∆E(1) ∆E(2) ∆E(3)

1 -16.02 -12.92 -13.9 -15.82
2 -16.18 -13.03 -14.03 -15.98
3 -5.24 -5.03 -5.07 -5.62
4 -10.81 -14.74 -14.84 -14.84
5 -13.02 -17.63 -17.68 -17.68
6 -5.47 -3.17 -3.80 -3. 89

a Each column shows the results obtained at the HF/6-31G(d) level
of theory and at the AM1/MM level using the van der Waals
parameters of the CHARMM force field (1), those provided in ref 24
(2), and the optimized parameters (3) given in Table 2.
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structures between have been obtained from AM1/MM
optimizations at different values of theR1 andR2 coordinates
on the LDH monomer model. Then, we have carried out
single-point calculations on the 42 atoms gas-phase model
at the AM1 level and by including electron correlation at
the second-order Moller-Plesset perturbation theory with a
polarized split valence basis set (MP2/6-31G(d,p)). The
GAUSSIAN9825 and CHARMM21 programs were used for
these calculations. Table 3 gives the gas-phase relative
energies calculated at the AM1 and MP2 levels. From
comparison between semiempirical and MP2 values a non-
negligible error can be expected when obtaining the PES of
the enzymatic process using the AM1 Hamiltonian. In
particular, the use of these Hamiltonian results in a single-
point recalculated reaction energy about 26 kcal/mol higher
for the hydride transfer and a single-point recalculated
reaction energy about 18 kcal/mol lower for the proton
transfer. It also produces an important error in the hydride
transfer barrier (the difference in the single-point recalculated
barriers is 16.9 kcal/mol). Thus, consideration of correction
schemes seems to be necessary to improve the accuracy of
our computational model. The parameters determined for the
SVB correction terms (see eqs 1-5) using these values are
shown in Table 4.

For the IC method, we used the same gas-phase results
on the 42 atoms model (Figure 4) to determine the two
correction terms as a function ofR1 and R2, respectively.
For a given value ofR1 or R2 the correction term is the
difference between the single-point potential energy obtained
using high level (MP2) and low level (AM1) methods. Two
independent cubic splines are used to fit the correction
energies as a function of the reaction coordinates (Ri).

It must be pointed out that according to the procedure
described the structures selected to parametrize both correc-
tion schemes are obtained from the same region of the PES
(if we divide the PES presented in Scheme 1 with a diagonal
traced from reactants to products, the selected structures have
been taken exclusively from the upper half part), and thus
the correction procedures are expected to work more properly
in this region. This important limitation will be discussed in
more detail later on.

4. Results
4.1. Potential Energy Surfaces.Figure 5 shows the PES
obtained usingR1 andR2 coordinates at the AM1/MM level
without corrections. The PES shows two distinct mechanistic
pathways with very similar features to those found in a
previous work on the LDH monomer using link atoms
instead of GHO.5 The hydride plus proton transfer pathway
(HP Pathway) is a stepwise mechanism involving first the
hydride transfer from the dihydronicotinamide ring of the
NADH to a carbon atom of pyruvate followed by a proton
transfer from the protonated His195 to the carbonyl O atom
of pyruvate. On the other hand, the proton plus hydride
transfer pathway (PH Pathway) is a concerted mechanism
in which the proton transfer is considerably more advanced
than the hydride transfer in the transition state (TS3). Table
5 gives the most relevant bond distances and the relative
energies of the stationary points located on the AM1/MM
PES. From the values of the distances given in Table 5 it is
evident that TS1 corresponds to the hydride transfer where
the proton transfer has been only slightly advanced. TS2 is
the transition state structure associated with the proton
transfer once the hydride has been already transferred. TS3
is the transition state structure associated with a concerted
but very asynchronous proton and hydride transfers, where
the proton transfer is considerably more advanced than the
hydride transfer. The energy barriers for the HP Pathway
are about 52 kcal/mol from reactants (pyruvate) to the
intermediate and 14 kcal/mol from the intermediate to
products (lactate), while the energy barrier in the PH Pathway
is about 41 kcal/mol. Thus, on the AM1/MM PES the PH
Pathway is the favored mechanism but taking into account
the expected errors of the AM1 description, these results are
still inconclusive about the preferred mechanism for the
pyruvate to lactate transformation.

Figure 6 shows the PES calculated with the inclusion of
the two SVB correction terms. As it can be seen it is possible
to define again the two same mechanisms with similar
features. Thus, the HP Pathway is a stepwise mechanism
presenting an intermediate after the hydride transfer, and the
PH Pathway is a concerted but asynchronous process. The
differences with respect to the uncorrected AM1/MM PES
appear in the relative energies of the stationary structures.
In the HP Pathway the energy barriers are of about 29 kcal/
mol from reactants (pyruvate) to intermediate (TS1) and
about 11 kcal/mol from intermediate to products (TS2)s
see Table 6. In the PH Pathway the energy barrier is again
about 41 kcal/mol. We can stress at least two important
conclusions at this point. First, the energy barriers now found
seem to be more reasonable for an enzymatic process as they
are considerably lower than in the uncorrected exploration.
Second, while the PH Pathway presents a lower energy
barrier on the uncorrected AM1/MM PES, now the preva-
lence of the HP Pathway is quite clear, because it presents
noticeably lower energy barriers. The preference for this
mechanism was clearly established by means of PES
explorations carried out using a symmetric combination of
theR1 andR2 coordinates. Starting from both, the reactants
or the products, and using this new distinguished reaction
coordinate, the chemical transformation always took place

Table 2. van der Waals Parameters for the Quantum
Atomse

this work Gao et al.a CHARMM

atom σ ε σ ε σ ε

N(H)/N(H2)b 1.00 -0.14 1.57 -0.15 1.85 -0.20
H(N)b 0.35 -0.08 0.45 -0.10 0.2245 -0.046
H(O)b 0.28 -0.10 0.45 -0.10 0.2245 -0.046
O(H)b 1.08 -0.08 1.65 -0.20 1.70 -0.12
C(dO)b 1.65 -0.20 1.65 -0.20 1.70 -0.12
C(H)b 1.96 -0.08 1.96 -0.08 1.99 -0.07
O(dC)b 1.65 -0.20 1.65 -0.20 1.70 -0.12
Oc 1.65 -0.20 1.65 -0.20 1.70 -0.12
Hd 1.12 -0.01 1.12 -0.01 1.32 -0.022

a Reference 24. b A(B) stands for atoms A bound to atom or group
B. c Oxygen of a carboxylate group. d On C. e The parameters are
given according to the criteria of the CHARMM force field in Å and
kcal/mol.
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through the HP Pathway. The energy profiles obtained using
the R1+R2 coordinate are provided as Supporting Informa-
tion.

Figure 7 shows the PES calculated with the inclusion of
ICs through the use of two independent cubic splines
associated with theR1 andR2 coordinates. The obtained PES
is very similar to the previous one. In fact, by inspection of
the PES it is possible to define again the two same reaction
mechanisms. Thus, the HP Pathway is a stepwise mechanism
and the PH Pathway is a concerted one. The energy barrier
for the hydride transfer in the HP Pathway is of about 34
kcal/mol ssee Table 7swhile for the subsequent proton
transfer is of about 11 kcal/mol (from the intermediate). In
the PH Pathway the energy barrier is about 52 kcal/mol.
Therefore, also within this correction methodology the
preferred mechanism is the HP Pathway. Differences with
respect to the previous methodology are found in the
geometry of the stationary structures. Thus, reactants are now

found at larger distances from pyruvate atoms to the hydride
and the proton. However, these changes are not very relevant
in energy as the reactants are found in a very flat valley,
and then its exact position can change noticeably depending
on the particularities of the energy function employed.
Geometrical changes are also found in the structure of TS3
with respect to the SVB surface. On this new PES the TS3

Figure 4. Molecular models used to calibrate the performance of the AM1 method versus MP2/6-31G(d,p) calculations: (a)
model used for the hydride transfer reaction: from reactants (NADH and pyruvate) to intermediate (NAD+ and PyrH-) and (b)
model used for the proton-transfer reaction: intermediate (PyrH- plus protonated His195) to products (lactate and His195).

Table 3. Single-Point (SP) Recalculated Gas-Phase
Reaction Energies and Barrier Heights (kcal/mol) for the
Hydride-Transfer Reaction and the Proton-Transfer
Reaction in the Molecular Model Presented in Figure 4a

SP recalculated
barrier

SP recalculated
reaction energy

Hydride Transfer
AM1 76.27 93.11
MP2/6-31G(d,p) 59.38 66.96

Proton Transfer
AM1 -5.07 -61.57
MP2/6-31G(d,p) -7.07 -43.14
a Recall that the geometries are taken from AM1/MM calculations.

Table 4. Parameters of the SVB Functions for the
Hydride (a) and Proton Transfer Steps (b)a

(a)

∆DDH RDH ∆DAH RAH DDA RDA

0.01 1.36 26.15 6.43 1.5 0.50

(b)

∆DNH RNH ∆DOH ROH DNO RNO

21.27 1.49 1.46 1.09 7.1 1.00
a ∆Ds are given in kcal/mol and R in Å-1.

Figure 5. Potential energy surface at the AM1/MM level. R1

and R2 are the coordinates (in Å) associated with the hydride
and proton transfers (see eqs 10 and 11). The position of
reactants (R), intermediate (Int), products (P), and transition
state structures (TS1, TS2, and TS3) is qualitatively shown.
Isoenergetical lines are depicted each 5 kcal/mol.

Table 5. Relevant Distances (Å) and Relative Energies
(kcal/mol) of the Stationary Structures Appearing on the
AM1/MM PES

rCnicH1 rCpyrH1 rNhisH2 rOpyrH2 energy

reactants 1.15 2.29 1.00 2.22 0
TS1 1.70 1.24 1.01 2.03 52
intermediate 2.80 1.15 1.00 2.22 38
TS2 2.79 1.14 1.06 1.68 52
products 2.79 1.13 1.98 0.99 -5
TS3 1.30 1.44 1.96 0.99 41
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structure appears at slightly less advanced values of the
hydride and proton-transfer coordinates.

At this point it is important to stress the fact that the two
correction schemes display very similar behavior because
they have been parametrized to reproduce the same high level
quantum method energies using structures taken from the
same region of the uncorrected PES. As described above,
the reference structures used to obtain the correction energies
were selected from the HP Pathway of an uncorrected PES.
Thus, it would be reasonable to question the ability of the
two methods to give accurate predictions of the PES in the
region corresponding to the PH Pathway. For this reason
we decided to obtain a new corrected PES based on
bidimensional energy single-point calculations at the MP2/
6-31G(d,p) level using the gas-phase model in Figure 4 and
taking the geometries from the AM1/MM-2D PES (Figure
5). This new PES was obtained using the following energy
function

whereE′ are the result of single-point energy calculations

in gas phase obtained for the reduced QM model corre-
sponding to the molecules presented in Figure 4. This new
PES is presented in Figure 8, and the coordinates and relative
energies of the stationary structures are gathered in Table 8.
There are significant differences with the previous PESs. The
most evident is that the intermediate appearing after the
hydride transfer to the pyruvate has disappeared and a new
intermediate (Int2) is found after the proton transfer. Thus,
on the new PES the HP Pathway is a concerted mechanism
taking place through a single transition state structure (TS4).
This new transition state structure roughly corresponds to
TS1 found on the previous PESs although it is now located
at more advanced values of the proton-transfer coordinate.
The PH Pathway is now described as a stepwise mechanism
with two transition states (TS5 and TS6). The first corre-
sponds to a very advanced proton transfer and the second to
an early hydride transfer to the protonated intermediate (Int2).
The energy of this structure is of about 37 kcal/mol above
the reactants. At the reactant structure the carbon atom of
pyruvate is found at a larger distance from the hydride (as
in the PES with interpolated corrections). The products are
now found at much larger values of the proton-transfer
coordinate than in any of the discussed PES. This is due to
the larger distance between histidine to the transferred proton.
From the kinetic point of view, the concerted HP Pathway

Figure 6. Potential energy surface at the AM1-SVB/MM level.
R1 and R2 are the coordinates (in Å) associated with the
hydride and proton transfers, respectively (see eqs 10 and
11). The position of reactants (R), intermediate (Int), products
(P), and transition state structures (TS1, TS2, and TS3) is
qualitatively shown. Isoenergetical lines are depicted each 5
kcal/mol.

Table 6. Relevant Distances (Å) and Relative Energies
(kcal/mol) of the Stationary Structures Appearing on the
PES Obtained at the AM1/MM Level with the Inclusion of
SVB Correction Terms

rCnicH1 rCpyrH1 rNhisH2 rOpyrH2 energy

reactants 1.14 2.29 1.01 2.03 0
TS1 1.62 1.16 1.00 2.02 29
intermediate 2.79 1.13 1.01 2.03 14
TS2 2.79 1.13 1.06 1.67 25
products 2.79 1.13 1.96 0.98 -15
TS3 1.21 1.55 1.77 0.99 41

E ) EAM1 + EAM1/MM + EMM + (E′MP2 - E′AM1) (12)

Figure 7. Potential energy surface at the AM1-IC/MM level.
R1 and R2 are the coordinates (in Å) associated with the
hydride and proton transfers (see text). The position of
reactants (R), intermediate (Int), products (P), and transition
state structures (TS1, TS2, and TS3) is qualitatively shown.
Isoenergetical lines are depicted each 5 kcal/mol (0.5 kcal/
mol in amplified zone).

Table 7. Relevant Distances (Å) and Relative Energies
(kcal/mol) of the Stationary Structures Appearing on the
PES Obtained at the AM1/MM Level with the Inclusion of
Interpolated Corrections

rCnicH1 rCpyrH1 rNhisH2 rOpyrH2 energy

reactants 1.13 3.27 1.00 2.22 0
TS1 1.86 1.20 1.03 1.85 34
intermediate 2.80 1.15 1.00 2.22 13
TS2 2.79 1.13 1.11 1.53 24
products 2.79 1.13 1.98 0.99 -19
TS3 1.20 1.75 1.98 1.00 52
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seems to be the preferred mechanism on the PES (29 versus
48 kcal/mol).

It is interesting to comment on the performance of both
correction methods when compared to the PES obtained with
single-point corrections. Both the SVB and the IC schemes
assume that differences between the high and low compu-
tational levels (MP2 and AM1 in this case) in theR1 andR2

coordinates are mutually independent. This is, the errors
associated with the semiempirical description are expected
to be approximately the same when the proton is transferred
to the substrate (with charge-1 au) or to the intermediate
(with a charge of-2 au). This is obviously not the case.
However, despite the inherent deficiency both correction
methods considerably improve the energetic description of
both mechanisms when compared to the uncorrected AM1/
MM PES. As compared to the PES obtained with bidimen-
sional MP2 corrections, the AM1 surface has an average error
in barrier heights of 15 kcal/mol and an average error in the
four key geometrical variables at the two transition states of
0.32 Å. The SVB correction reduces these average errors to
4 kcal/mol and 0.31 Å, and the IC correction reduces them
to 4 kcal/mol and 0.25 Å, respectively. It seems that separable
correction schemes do a good job correcting the energies
but not as well for correcting geometries of dynamical
bottlenecks. This feature was already reported for the IC

methodology,18 and it seems that the SVB one presents a
similar behavior. Anyway, the most important question is
that both schemes are successfully predicting the HP Pathway
as the preferred one, while on the uncorrected PES the PH
Pathway displayed a lower energy barrier. The SVB method
gives energy barriers in better agreement with the PES with
bidimensional corrections for the HP Pathway, while the IC
method agrees better with the bidimensional corrected PES
in the PH Pathway.

4.2. The Size of the QM Subsystem.The interaction
between the substrate (pyruvate) and some residues in the
MM part obviously play an essential role defining the
possible reaction mechanisms. It has been proposed that the
role of the Arg109 is to enhance the polarization of the
pyruvate carbonyl group in the ground state and to stabilize
the transition state in the HP Pathway, whereas the role of
Arg171 is to assist in the binding of the substrate.1,2 As
previously described, when we tried to optimize the van der
Waals parameters of the QM/MM interaction between
pyruvate and water molecules we found a systematic
deviation with respect to the QM values. This difference
could be due to charge transfer effects, a term not included
in standard QM/MM calculations. Obviously, this possible
source of error requires some further studies in our system
because the charge transfer could be even larger in the case
of pyruvate surrounded by positively charged arginine
residues. To address this issue we have compared the
interaction energy between pyruvate and both arginines in
the enzyme active site by means of gas-phase single-point
energy calculations at the HF/6-31G(d) level, with those
obtained at the AM1 and AM1/MM levels. These interaction
energies are given in Table 9. As it can be seen, the AM1/
MM calculations show important deviations from the HF
values. The main contribution to this error is not the use of
the AM1 Hamiltonian as the results are much improved when
all the system is described by means of this semiempirical
method. The magnitude of the error is directly correlated
with the charge transfer (estimated from the Mulliken
charges), and thus we attribute this error to the lack of charge-
transfer effects in the QM/MM treatment.

Obviously, if the error is kept more or less constant all
along the PES, then one could ignore this contribution. The
charge of the substrate is the same in reactants (pyruvate)
and products (lactate). However, it must be taken into account
that after the hydride transfer the charge of the substrate
increases from-1 to -2, and then the charge-transfer effect
on the energy could be different in that region of the PES.
For this reason we decided to explore again the AM1/MM

Figure 8. Potential energy surface obtained with bidimen-
sional single-point MP2/6-31G(d,p) energy corrections. R1 and
R2 are the coordinates (in Å) associated with the hydride and
proton transfers (see text). The position of reactants (R),
products (P), intermediate (Int2), and transition state structures
(TS4, TS5, and TS4) is qualitatively shown. Isoenergetical
lines are depicted each 5 kcal/mol (1 kcal/mol in amplified
zone).

Table 8. Relevant Distances (Å) and Relative Energies
(kcal/mol) of the Stationary Structures Appearing on the
PES Obtained with Bidimensional MP2/6-31G(d,p)
Single-Point Energy Corrections

rCnicH1 rCpyrH1 rNhisH2 rOpyrH2 energy

reactants 1.13 3.27 1.01 2.22 0
TS4 1.53 1.28 1.10 1.53 29
TS5 1.14 2.49 2.39 1.01 49
Int2 1.15 2.50 2.98 1.01 37
TS6 1.20 1.75 2.77 1.00 48
products 2.59 1.13 2.56 0.98 -13

Table 9. Interaction Energies (Eint, in kcal/mol) and
Mulliken Charge on the Pyruvate (Q, in au) for the
Complexes Formed between Pyruvate and Arg171 and
Pyruvate and Arg109a

Arg171/Pyr Arg109/Pyr

Eint Q Eint Q

HF/6-31G(d) -111.21 -0.868 -68.76 -0.966
AM1 -98.37 -0.920 -62.80 -0.991
AM1/MM -77.76 -1.000 -40.18 -1.000

a Geometries are taken from the reactant structure of the AM1/
MM PES.
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2D uncorrected PES using the same reaction coordinates but
increasing now the size of the QM region to include both
Arg109 and Arg171 (resulting in a total of 78 QM atoms).
This requires the introduction of two new GHOs placed at
Cγ of each arginine. The new PES obtained for the larger
QM subsystem is shown in Figure 9. As previously, we found
two different mechanisms for the transformation of pyruvate
into lactate: the HP Pathway and the PH Pathway in which
the proton transfer precedes the hydride transfer. On this PES
we only located two transition state structures (TS4 in the
HP Pathway and TS3 in the PH Pathway), so both mecha-
nisms are now described as concerted ones. The geometries
and energies of the stationary structures are given in Table
10. The energy barrier in the HP Pathway (TS4) is about 54
kcal/mol and in the PH Pathway (TS3) is of about 47 kcal/
mol. This description can be compared with the uncorrected
AM1/MM PES with the smaller (52 atoms) QM subsystem.
In that case the HP Pathway presented an energy barrier of
about 52 kcal/mol associated with the first step (the hydride
transfer), while the PH Pathway had a unique transition state
structure with an associated energy barrier of about 41 kcal/
mol (see Table 5). The reaction energy also changes
noticeably, being of about-5 kcal/mol with the smaller QM

subsystem and about 13 kcal/mol with the larger one. Then,
the main effect of the inclusion of the arginines into the QM
subsystem is to destabilize the intermediate which appeared
after the hydride transfer, increasing the energy of that region
of the PES. As a consequence the reaction path associated
with the HP Pathway is now considerably more concerted
than in our previous PES. All these changes can be
rationalized considering that when Arg109 and Arg171 are
described classically, electrostatic interactions with the
intermediate obtained after the hydride transfer and with the
protonated His195 are overestimated. This results in too large
a stabilization of the intermediate, with a charge of-2, and
also in too large an interaction with the protonated His195,
with a positive charge. When these arginines are described
quantum mechanically and the charge can be more delocal-
ized, this overestimation of electrostatic interactions disap-
pears, and thus the intermediate is no longer a minimum on
the PES. This interpretation is confirmed by analysis of the
charge distribution on the QM subsystem when it contains
52 or 78 atoms. For the intermediate, the absolute charge
on the substrate is about 0.1 electrons smaller when the QM
region includes both arginines. The magnitude of this charge
transfer is confirmed by analysis of Mulliken and NPA
charges26,27 (a representation of the atomic charges for the
stationary structures obtained at different levels is given as
Supporting Information).

Because of the magnitude of the changes taking place
when the size of the QM region was increased we decided
to obtain a new PES for the large QM region including
corrections to the AM1 description. According to the
conclusions reached in the previous section we decided to
include corrections by means of bidimensional single-point
energy calculations at the MP2/6-31G(d,p) level, following
the same procedure as before (see eq 12). The corrected PES
is presented in Figure 10. The most relevant distances and
the energies of the stationary structures corresponding to this
PES are presented in Table 11. In this case we have an
important difference with respect to the previously presented
PESs: only one reaction mechanism is found. The unique
transition state structure corresponds to a concerted hydride
and proton transfers where the hydride transfer is consider-
ably more advanced than the proton transfer, i.e., we have a
concerted HP Pathway. The energy barrier is about 30 kcal/
mol, and the reaction energy is close to zero (-0.7 kcal/
mol).

5. Conclusions
We have here presented a QM/MM study of the PES
corresponding to the pyruvate to lactate transformation
catalyzed by LDH. This transformation takes place by means
of a hydride and a proton transfer to the substrate. The order
in which the hydride and the proton are transferred defines
two different mechanistic routes for the process: a hydride
transfer followed by a proton transfer (the so-called HP
Pathway) and a proton transfer followed by a hydride transfer
(the PH Pathway). Previous theoretical studies differ in the
preferred mechanism as well as in their concerted or stepwise
nature. For this reason we decided to improve the standard
AM1/MM description of the reaction. In particular we have

Figure 9. Potential energy surface obtained at the AM1/MM
level with a QM region including Arg109 and Arg171. R1 and
R2 are the coordinates (in Å) associated with the hydride and
proton transfers (see text). The position of reactants (R),
products (P), and transition state structures (TS3 and TS4)
is qualitatively shown. Isoenergetical lines are depicted each
5 kcal/mol.

Table 10. Relevant Distances (Å) and Relative Energies
(kcal/mol) of the Stationary Structures Appearing on the
AM1/MM PES Obtained When the QM Region Includes
Arg109 and Arg171

rCnicH1 rCpyrH1 rNhisH2 rOpyrH2 energy

reactants 1.13 2.77 1.01 2.17 0
TS4 1.78 1.22 1.03 1.81 54
TS3 1.36 1.39 2.01 0.99 47
products 3.08 1.12 2.40 0.98 13
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considered the effect of the van der Waals parameters used
in the QM subsystem, the correction of the QM energy by
two different schemes (SVB and IC), and the size of the
QM subsystem to take into account charge-transfer effects.

While the change in the van der Waals parameters is quite
modest, the inclusion of correction terms evaluated at the
MP2 level into the AM1 energy has important consequences
on the studied PES. The PH Pathway presents a lower energy
barrier on the uncorrected AM1/MM PES, but when both
correction schemes are considered the HP Pathway presents
noticeably lower energy barriers. However, both correction
schemes display some deficiencies associated with the fact
that the correction energies associated with the proton and
the hydride transfer coordinates are taken as independent.
The most important consequence is that both methods
describe the HP Pathway as a stepwise mechanism, while it
appears as a concerted one when corrections with single-
point calculations on the whole PES at the MP2 level are
carried out. This feature of the PES is stressed when the
QM subsystem is enlarged to include also Arg109 and

Arg171. A classical description of these two residues results
in an overstabilization of the structure appearing after the
hydride transfer to the substrate. Note that the terms stepwise
and concerted refer here just to the presence or absence,
respectively, of an intermediate on the PES. Indeed, only a
dynamical study could show the actual relevance of the
intermediate for the reaction mechanism.

Thus, in our best treatment, the pyruvate to lactate
transformation catalyzed by LDH is described as a concerted
hydride and proton transfer mechanism with a single transi-
tion structure where the hydride transfer is considerably more
advanced than the proton transfer. However, the mechanistic
details depend on the particular computational level chosen
to describe the process. The energy barrier found is of about
30 kcal/mol, a value that seems to be overestimated when
compared to the experimental estimations of the activation
free energy barrier (with an upper limit of about 15 kcal/
mol28). Entropic contributions, tunneling, higher QM level,
and a better QM/MM description are expected to contribute
to diminish the gap with the experimental estimations. The
protonation state of some residues close to the active site,
here assumed to be found in their standard protonation states
at pH 7, could also be a source of discrepancy with
experiments. Studies are underway to evaluate all these
contributions. In any case, and as a methodological conclu-
sion of the present work, dynamical treatments of this system
should be carried out on a PES including high level
corrections to the QM energy for the proton and the hydride
transfers, and, importantly, these corrections should not be
included independently in order to have an accurate descrip-
tion.
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Abstract: The structure of silver clusters containing up to 80 atoms is optimized by using a

random tunneling algorithm (RTA). The Gupta-type many-body potential and the Sutton-Chen

(SC) many-body potential are used to account for the interactions among the atoms in the cluster,

respectively. It is found that many of the structural configurations optimized with the two potentials

are different, especially at a small size, and the structures with the Gupta potential are highly

strained and apt to be the disordered motifs, whereas the structures with the SC potential are

less-strained and the ordered morphologies are more favorable. Due to the difference of long-

range interaction and pair contribution between two potentials, the assignment of outermost-

shell atoms in decahedron and the missing atoms on the surface of the icosahedral motifs are

also different for the two potentials. Furthermore, a new global minimum of the 68-atom silver

cluster with the decahedral motif is found for both two potential models.

1. Introduction
Clusters provide a bridge between a few atoms or molecules
and the bulk materials and show unique aspects of chemical
and physical properties.1 Therefore, studies on microclusters
have increased rapidly in both experimental2 and theoretical3-5

investigations. In recent years, metal clusters gradually
become a hotspot in cluster studies,6 and silver clusters are
particularly interesting.7-17 First, silver clusters and small
particles have practical importance in photography7 and
catalysis,8 including their potential use in new electronic
materials.9 Second, adsorbates on silver surfaces seem to have
a cluster counterpart observed by the enhanced Raman
effect.10 Also, silver clusters play an important role in metal
alloy clusters.11,16

The geometry structure is a key property of a cluster in
understanding the transition from the microscopic structure
to the macroscopic structure of material. The most stable
structure often possesses the lowest potential energy. Until
now, large numbers of theoretical simulations have been done
on the subject of silver clusters. For metal clusters, because
of thed electrons and shell effect,6 interaction between two

atoms depends on not only distance but also local surround-
ings. Therefore, simple pairwise potential, such as Lennard-
Jones (LJ) potential, is not suitable for metal clusters. It is
widely recognized that empirical many-body potentials
provide with good accuracy on the structural and thermo-
dynamic properties of most transition metals. Wales et al.18

also proved that many-body potential models play a crucial
role in metal clusters.

Lots of empirical many-body potentials have been intro-
duced for the global optimization of metal clusters, such as
the Gupta potential,19 the Sutton-Chen (SC) potential,20,21the
Erkoc potential,22 and so on. They had been widely used in
the optimization of Ag, Au, Zn, Cd, Ni, and Cu13-17,23-27

clusters. However, up to now, no single potential function
model can totally reflect the structural motifs of silver clusters
obtained by experiment. Therefore, the comparison of
different potentials is necessary and important.

In this work, two commonly used potentials, the Gupta
potential model and the SC potential model, were adopted
in the global optimization of silver clusters to seek for further
understanding of the potentials and the parameters in metal
cluster simulation. The putative global minima of silver
clusters up to 80 atoms are found by using an effective
random tunneling algorithm (RTA)28 with the two potential
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models. By comparison of the results, it is found that the
assignments of outer-shell atoms are different in the deca-
hedral and icosahedral structures for the two potentials.
Furthermore, the growth patterns at smaller size are also
found to be different. Moreover, a new global minimum with
decahedral motif of 68-atom silver clusters is found for both
two potentials.

2. Method
2.1. Potential Models.The Gupta potential19 is based on
the second moment approximation of the electron density
of states in the tight-binding (TB) theory and is depicted in
the following form

wheren is the number of atoms in the cluster, and

rij is the distance between atomsi and j and r0 is the
equilibrium nearest-neighbor distance in the bulk metal. The
parametersp andq represent the repulsive interaction range
and the attractive interaction range, respectively. The pa-
rameterA is fitted to experimental values of the cohesive
energy.Un is a function of the atom numbern. In eq 2, the
first term gives a pairwise repulsion energy of the Born-
Mayer type, and the second term represents then-body
attractive contribution.

The Sutton-Chen (SC) potential20 is described by eq 3

where

rij is the distance between atomsi and j. The constantR is
the bulk lattice constant,c is a dimensionless parameter,ε

is a parameter with dimensions of energy, and the exponents
n and m are integers. They are also the key parameters
determining the repulsive and the attractive interaction range.
All of the above parameters are obtained by fitting to the 0
K properties of metals. Similarly, the potential energy is also
given as a sum of a pairwise repulsion term and a many-
body density dependent cohesion term.

The values of the parameters in the above equations used
in the work are listed in Table 1.14,25 In the following
calculations, the reduced units withr0 ) 1, Un ) 1, ε ) 1,
andR ) 1 are adopted.

2.2. Global Optimization Method. A global optimization
algorithm called random tunneling algorithm (RTA)28 is used
to deal with the problem of searching the lowest minima of
silver clusters. The RTA is derived from the terminal repeller

unconstrained subenergy tunneling (TRUST) algorithm.
TRUST is a deterministic global optimization approach that
has been successfully used in exploratory seismology.29,30

Based on the subenergy tunneling technique of TRUST, the
stochastic algorithm RTA was developed for the purpose of
solving multi- or high-dimensional global optimization
problems. RTA has two optimization phases, a global phase
and a local phase. The global phase is also termed the
tunneling phase, in which the global sampled points are
generated by a random tunneling technique. In the local
phase, the gradient method limited memory BFGS (LBFGS)31

is applied to these points, yielding various local optima. The
procedure of RTA can be summarized in two steps, i.e., first,
a population of configurations is generated covering the
whole solution space and then the random tunneling and local
minimization are executed circularly until the global mini-
mum is found or the circulatory count reaches a preset value.
The efficiency of RTA has been investigated with a set of
standard multidimensional test functions.28 By comparison
of the RTA with some well-known global optimization
methods, it was shown that the algorithm is efficient for
searching the multidimensional problem. The algorithm was
also applied to the structural optimization of LJ clusters and
successfully located the lowest known minima containing
up to 100 atoms.28 Furthermore, all the known minima of
LJ clusters with the size lower than 330 were successfully
located by the parallelization of the RTA with the improved
seeding technique.32 A more detailed description of the
algorithm can be found in refs 28 and 32.

3. Results and Discussion
3.1. The Optimization Results of Silver Clusters up to
80 Atoms. The optimized results, including the potential
energies and the structural configurations of the global
minima of the silver clusters up to 80 atoms, are summarized
in Table 2. It can be seen that the structural motifs obtained
with the two potential models are different at many cluster
sizes. This implies that the potential model plays an important
role in the structural configuration.

The structural motifs of silver clusters for each size
containing up to 80 atoms optimized with the Gupta potential
are shown in Figure 1. In the magic number sequence, such
as the sizen ) 13, 19, 38, 55, and 75, the same structures
are found by using the two potentials and also the same from
n ) 6 to 13. Except for the eight-atom dodecahedron, the
structures between 6 and 13 lead to a growth sequence to a
complete 13-atom icosahedron. From the sizen ) 15 to 47,
most of the optimized structural motifs with the two
potentials are different. It shows the different growth patterns
of the silver clusters with the two potentials. This will be
discussed in detail in the next section. From the sizen ) 55
to 75, silver clusters complete the transform from icosahedron

V )
Un

2
∑
i)1

n

Vi (1)

Vi )

[A∑
j*i

exp[-p(rij

r0

- 1)] - (∑
j*i

exp[-2q(rij

r0

- 1)])1/2] (2)

E ) ε∑
i [12∑j*i

(R

rij
)n

- cxFi] (3)

Fi ) ∑
j*i

(R

rij
)m

(4)

Table 1. Parameters Used in the Gupta and Sutton-Chen
Potential Models for Silver Clusters

Gupta potential Sutton-Chen potential

A p q c n m

0.09944 10.12 3.37 144.41 12 6
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to decahedron, leading from the complete 55-atom Mackay
icosahedron to the 75-atom Marks decahedron. This provides
a validation of the structural transformation reported be-
fore.17,18,25

The comparison of the finite difference of the energy∆E
and the second finite difference of the energy∆2E with the
two potentials are plotted in Figure 3(a),(b). The∆E and
∆2E have the form as follows

where

EJ(n) is a four-parameter fit of the energy of global minimum.

∆2E measures the stability of ann-atom cluster structure with
respect to its neighboring cluster size. It can be seen that
the Gupta and the SC results have similar shape. Valleys in
∆E and peaks in∆2E are both in well accord with the magic
numbers observed in mass spectra.33 This also explains the
stability of the magic number clusters. In a few different
inflection points in the figure, different structural motifs or
different atom assignment are found for the two potentials
correspondingly.

At the 68-atom cluster size, a close-packed structure motif
(Figure 2a) had been reported.25 In this work, a new global
minimum is found with a decahedral motif (Figure 2b) for
both potentials. The energy of (Ag)68 in this work with the
SC potential is-65983.2888ε, which is lower than the
energy-65980.5983ε in ref 25. Furthermore, the global
minimum at 68-atom cluster size is also found to be the
decahedral motif for the Gupta potential. Although the new

Table 2. Global Minima for Silver Clusters Optimized by the Gupta Potential and the Sutton-Chen Potentiala

Gupta potential Sutton-Chen potential

N energy SD N energy SD N energy SD N energy SD

3 -2.175900 42 -43.029888 dis 3 -1704.6905 42 -39301.6696 M
4 -3.211187 43 -44.110792 d4 4 -2601.8447 43 -40341.8543 M
5 -4.197445 44 -45.199405 dis 5 -3461.3452 44 -41310.9157 M
6 -5.236519 45 -46.249608 dis 6 -4378.8875 45 -42345.0912 d4
7 -6.238864 46 -47.359604 dis 7 -5271.2947 46 -43436.2827 M
8 -7.212287 47 -48.410801 dis 8 -6129.7564 47 -44405.1884 M
9 -8.230424 48 -49.549968 d4 9 -7048.7552 48 -45470.1069 d4
10 -9.249730 49 -50.614913 M 10 -7972.0971 49 -46521.2131 M
11 -10.258679 50 -51.701995 c 11 -8889.9627 50 -47518.6719 c
12 -11.305364 51 -52.725760 M 12 -9871.2458 51 -48522.4267 M
13 -12.472315 M 52 -53.867489 M 13 -10968.5082 M 52 -49616.1377 M
14 -13.406669 aM 53 -54.995380 M 14 -11798.8479 aM 53 -50706.4665 M
15 -14.455938 da 54 -56.142189 M 15 -12742.9841 aM 54 -51796.0777 M
16 -15.481217 dis 55 -57.255433 M 16 -13672.6475 aM 55 -52884.6808 M
17 -16.520324 dis 56 -58.205738 aM 17 -14606.3231 aM 56 -53756.6516 aM
18 -17.544132 dis 57 -59.256129 d5 18 -15535.3810 aM 57 -54700.1733 aM
19 -18.621146 aM 58 -60.361585 aM 19 -16595.0561 aM 58 -55753.8515 aM
20 -19.627271 aM 59 -61.395937 d5 20 -17510.9209 aM 59 -56751.4572 c
21 -20.678291 dis 60 -62.499086 aM 21 -18433.0300 aM 60 -57763.6760 aM
22 -21.757355 dis 61 -63.614111 aM 22 -19422.7209 dis 61 -58809.0448 aM
23 -22.809005 dis 62 -64.675376 d5 23 -20383.3977 dis 62 -59765.2180 aM
24 -23.835809 dis 63 -65.787033 d5 24 -21315.4208 h 63 -60822.3826 d5
25 -24.865922 dis 64 -66.946249 d5 25 -22339.6319 d3 64 -61925.6244 d5
26 -25.942226 dis 65 -67.985547 d5* 26 -23337.2211 h 65 -62903.7387 d5
27 -27.014674 dis 66 -69.074581 d5 27 -24284.3891 h 66 -63959.3105 d5
28 -28.082239 dis 67 -70.201134 d5 28 -25276.9501 M 67 -65011.2767 d5
29 -29.128461 dis 68 -71.273853 d5 29 -26263.2779 d4 68 -65983.2888 d5
30 -30.204287 dis 69 -72.334831 d5* 30 -27253.8536 d3 69 -67020.4042 d5
31 -31.260336 dis 70 -73.465005 d5 31 -28274.4371 d4 70 -68114.9462 d5
32 -32.331501 dis 71 -74.620916 d5 32 -29265.3320 M 71 -69216.6518 d5
33 -33.387556 d4* 72 -75.659788 d5* 33 -30274.9603 d4 72 -70171.4663 d5
34 -34.444690 dis 73 -76.752234 d5 34 -31231.7697 c 73 -71225.8547 d5
35 -35.536870 dis 74 -77.880111 d5 35 -32280.3945 d4 74 -72318.7243 d5
36 -36.587712 dis 75 -79.037373 d5 36 -33253.9352 M 75 -73421.0521 d5
37 -37.685406 d4 76 -80.075806 d5* 37 -34302.6067 c 76 -74375.6975 d5
38 -38.820496 f 77 -81.170022 d5 38 -35419.9804 f 77 -75430.9852 d5
39 -39.858635 f 78 -82.209914 d5* 39 -36364.8587 f 78 -76385.4318 d5
40 -40.896664 f 79 -83.337830 c 40 -37324.3708 M 79 -77456.0255 c
41 -41.960532 d4 80 -84.365961 d5 41 -38316.5698 c 80 -78414.6271 c

a The structural distribution (SD) are as follows: decahedral with n atoms along the decahedral axis (dn); icosahedral with a Mackay (M) or
an anti-Mackay (aM) overlayer; disordered morphologies (dis); closed-packed fcc (f), hcp (h), a mixture of stacking sequences and twin planes
(c); clusters with disclination axis (da). Different atom assignments are marked with * in the Gupta decahedral.

∆E(n) ) E(n) - EJ(n) (5)

EJ(n) ) a + bn1/3 + cn2/3 + dn

∆2E(n) ) E(n+1) + E(n-1) - 2E(n) (6)
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global minimum is not so stable in comparison with the
magic number clusters, it can be seen from Figure 3 that the
new SC-68 cluster is actually in a relative stable position,
especially compared with its isomer found before.

3.2. Growth Patterns at Smaller Size of Silver Clusters.
From Table 2, it can be seen that a big difference between

the results of the two potentials exist in the rangen ) 15 to
47. In this range, the silver cluster structures with the two
potentials are different except the sizen ) 19, 20, 22, 38,
and 39. Most of the Gupta results are disordered morphol-
ogies, but the SC results are mostly ordered structures. The

Figure 1. Structures of the global energy minima for silver
clusters with the Gupta potential.

Figure 2. The global energy minima of a 68-atom silver
cluster. (a) Closed-packed structure from ref 25. (b) Deca-
hedral structure with the Sutton-Chen and the Gupta potential.

Figure 3. Stability analysis of Ag clusters: (a) the comparison
of ∆E for two potentials and (b) the comparison of ∆2E for
two potentials. EJ(n) ) 1.5859 - 1.54692n1/3 + 1.03058n2/3

- 1.23123n for the Gupta potential, where the coefficients
are obtained by the best fit to the energies of the global
minima; EJ(n) ) 940.63759 - 994.91694n1/3 + 1126.623n2/3

- 1201.40809n for the Sutton-Chen potential, the same way
to get the coefficients.
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15-atom cluster displays a unique motif with a disclination
axis and the central atom connects with the other 14 atoms.
As shown in Figure 1, fromn ) 16 to 18, the global minima
of the Gupta potential are based on distorted decahedra,
however, that of the SC potential grow with an anti-Mackay
icosahedral pattern. The structures with the Gupta potential
from n ) 21 to 30 are based on the distorted face-sharing
icosahedra and disordered in various ways. From the sizen
) 42 to 47, the Gupta clusters grow with a distorted
incomplete Mackay icosahedral pattern except for the d4
decahedral motif of the 43-atom cluster.

The motifs of 19-, 20-, 22-, 38-, and 39-atom clusters in
the range 15-47 (as shown in Figure 1) are the only five
same structures optimized by the two potentials, correspond-
ing to a 19-atom double icosahedron, a 38-atom truncated
octahedron, and their derivants, respectively. The Gupta 41-
atom global minimum is a decahedron with 4 atoms along
the decahedral axis; however, the structure with the SC
potential of the 41-atom silver cluster displays the close-
packed configuration. Interestingly, this close-packed struc-
ture is also obtained by the Gupta potential with a little higher
energy than the Gupta 41-atom global minimum.

Clearly, the structural configurations show the different
growth patterns with the two potential models at smaller size.
To explain the differences, the interactions of a dimer
expressed by the two potentials are plotted in Figure 4. It
can be seen that the bottom of the Gupta potential is broad,
whereas it is narrow and sharp for the SC potential. The
Gupta potential model can be more tolerant of strain than
the SC potential model. The structures with the Gupta
potential are highly strained, near spherical, and not based
on regular packing, while those with the SC potential are
less-strained, and the ordered morphologies are more favor-
able. Therefore, these differences bring to the different
growth patterns. At smaller size, most of the structures
obtained by the Gupta potential model display the disordered
motifs because this configuration is highly strained, whereas
the ordered motifs are more preferable for the SC potential
model because it is less strained. Lots of theoretical14,34,35

and experimental36 works have been investigated to explain
the growth patterns at smaller size. The studies suggest that
the global minima show disordered structures at a smaller

size, but they will disappear at a larger size. Most of the
disordered structures are more spherical and have a larger
number of nearest-neighbor contacts, and this makes them
become more stable than the ordered morphologies. But it
does not exist at larger size because of the energetic penalty
for the strain scales with the volumes.25,34

3.3. Structural Motifs in the Transition from Icosa-
hedron to Decahedron.As shown in Figure 1, there is
transition from icosahedra to decahedra between the sizen
) 55 to 75. The SC results lead to a decahedral growth
sequence from the 63-atom cluster and for the Gupta results
from the size 62. Interestingly, the SC results complete the
transform from 62 to 63; however, the Gupta structures
alternate between the two conformations from 57 to 61. The
structural stability in the transition is plotted asE(n) - E(n-
1) versus the number of the atomsn in Figure 5. Peaks in
two curves correspond to the different structures optimized
by the two potentials, which are both unstable. In the
transition, two conformations have fierce competition, and
their energy differences are extremely small. Therefore,
different structural motifs of the global minimum are found.
It can be found that the crossover between icosahedron and
decahedron is a gradual process. Silver clusters in the
transition may have the concurrent motifs until one motif
becomes the preferential conformation.

3.4. Assignment of the Outermost-Shell Atoms in
Decahedron or Icosahedron.At several sizes, the global
minima of silver clusters with both two potentials are similar,
such as the 33-, 65-, 69-, 72-, 76-, and 78-atom decahedra
and the 51-, 52-, 53-, and 54-atom icosahedra. However their
assignments of the outermost-shell atoms are different. The
projection-drawings of 65-, 72-, 76-, 78-atom decahedral
structures with the two potentials are shown in Figure 6.
From the figure it can be found that the motifs optimized
by the Gupta potential have a common property, i.e., the
atom marked with a black ball is apt to be located in the
furthest shell of the decahedral morphologies. Contrarily, the
SC results display a distribution of another pattern, where
the atom first fills in the vacancy of a relative inner shell of
the decahedral motif. From Figure 4, it can be found that

Figure 4. Plots of the Gupta potential and the Sutton-Chen
potential for the diatomic interaction of silver clusters.

Figure 5. E(n) - E(n-1) versus the number of the atom n
from 57 to 64 for the Gupta potential and the Sutton-Chen
potential.
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the long-range interaction (far from the equilibrium position)
of the SC potential model is stronger than that of the Gupta
potential model. The energy of the Gupta potential model
quickly approaches to zero and its long-range interaction is
weak. Therefore, the strain energy play a more important
role in the configuration of the Gupta potential than that of
the SC potential.34 The single atom (marked with a black
ball in Figure 6) will easily grow to the furthest shell for the
Gupta potential because in this configuration the four nearest
atoms are in a plane so that there is almost no tensile force.
On the contrary, under the SC potential, the single atom will
be located not in the furthest shell but in the relative inner
shell because the strain energy has not so much effect on its
configuration. This should be the reason that causes the
difference of the outermost-shell atom assignment in Figure
6.

Similarly, in the growth toward the 55-atom complete
Mackay icosahedron, the structures obtained by the two
potentials also display different patterns. The 51-, 52-, 53-,
and 54-atom icosahedral structures described by the two
potential models are shown in Figure 7. It can be seen that
the missing atoms on the surface of the icosahedral motifs
of the SC results are symmetrically distributed but that of
the Gupta results are not. Interestingly, the structures of the
Gupta results show the central atom vacancy (there is no
atom at the center of icosahedron) at the sizes 53 and 54. In

LJ clusters, there shows the central vacancy in icosahedron
in the range 561e n e 923.37 Also, the central vacancy has
existed in different metal clusters.15 The study finds that at
large sizes, the icosahedron of silver cluster with central
vacancy will become the dominant morphology. The global
minimum of the 54-atom aluminum cluster also shows a
hollow icosahedron.38 The contraction of the inner shells for
the icosahedral structure leads to a strong pressure on the
central core. When the central atom energy is higher than
that of the atom on edges and faces of the outermost shell,
the central atom will escape from the central site to the
surface sites of the outer layer. This reason causes the
competition between hollow and centered icosahedral struc-
tures. Due to the difference of the pair contribution to the
two potential models, which leads to the different compres-
sion to the center, there displays hollow and centered
icosahedral motifs of 53- and 54-atom clusters for the Gupta
potential and the SC potential, respectively.

4. Conclusion
Two empirical potentials frequently applied in the description
of metal clusters are used to find the structural motifs of
silver clusters with the atom numbers up to 80. By
comparison of the results optimized with the Gupta and the
SC potential, respectively, it was found that the potential
model has a great influence on the global minima of silver
clusters. The structures of the global minima for the two
potentials have different growth patterns in the range 15-
47. The structures with the Gupta potential are highly strained
and apt to be the disordered motifs, whereas the structures
with the SC potential are less-strained and the ordered
morphologies are more favorable. Through the comparison
of the structures in the transition from icosahedron to
decahedron with the two potentials, it can be found that the
crossover between icosahedron and decahedron is a gradual
process. Different structures in this transition have fierce
competition that there may have the concurrent motifs. Due
to the reason that two potentials have different long-range
interactions and have a different pair contribution, atom
assignments on the surface of decahedra and icosahedra are
different. At the 68-atom silver cluster, a new lowest energy
minimum of decahedral motif is found by using the two
potentials.
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